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Notices

FCC Compliance

In order to comply with FCC/CFR47: Part 15 regulations, it is necessary to use Mini HDMI to
HDMI high-quality triple-screened cable assemblies with integrated ferrite suppression at
both ends.

Copyright and Trademark Notice

Copyright © 2019, Grass Valley Canada. All rights reserved.

Belden, Belden Sending All The Right Signals, and the Belden logo are trademarks or
registered trademarks of Belden Inc. or its affiliated companies in the United States and
other jurisdictions. Grass Valley, Momentum are trademarks or registered trademarks of
Grass Valley Canada. Belden Inc., Grass Valley Canada, and other parties may also have
trademark rights in other terms used herein.

External Trademarks

Baton is a registered trademark of Interra Systems, Inc.

Cerify TEKTRONIX and TEK are registered trademarks of Tektronix, Inc. Cerify is
trademark of Tektronix, Inc.

Dolby. Manufactured under license from Dolby Laboratories.'Dolby; ‘Pro Logic, and the
double-D symbol are trademarks of Dolby Laboratories. Confidential unpublished
works. Copyright 1992-1999 Dolby Laboratories. All rights reserved.

FlipFactory is registered trademarks of Telestream, Inc.

FFmpeg. This product uses software developed by the FFmpeg project,
www.ffmpeg.org, specifically, support for DV is provided by some components of the
libavcodec and libavutil libraries.

iCR is a registered trademark of Amberfin, Inc.

Matrox®, DSX™, DSX.sdk™, DSX.utils™, FlexEffects.sdk™, X.mio2™, X.mio3™ are registered
trademarks of Matrox Electronic Systems Ltd.

Morpheus is a registered trademark of Grass Valley.
Rhozet WFS and Promedia Carbon is a registered trademark of Harmonic inc.
Pulsar is a trademark of Venera Technologies Pvt Ltd.

Windows Media. This product is protected by certain intellectual property rights of
Microsoft. Use or distribution of such technology outside of this product is prohibited
without a license from Microsoft.

MXFTk is a registered trademark of OpenCube Technologies SAS

Terms and Conditions

Please read the following terms and conditions carefully. By using Momentum
documentation, you agree to the following terms and conditions.

Grass Valley hereby grants permission and license to owners of Momentum to use their
product manuals for their own internal business use. Manuals for Grass Valley products may



Momentum
Configuration Guide

not be reproduced or transmitted in any form or by any means, electronic or mechanical,
including photocopying and recording, for any purpose unless specifically authorized in
writing by Grass Valley.

A Grass Valley manual may have been revised to reflect changes made to the product
during its manufacturing life. Thus, different versions of a manual may exist for any given
product. Care should be taken to ensure that one obtains the proper manual version for a
specific product serial number.

Information in this document is subject to change without notice and does not represent a
commitment on the part of Grass Valley.

Warranty information is available from the Legal Terms and Conditions section of Grass
Valley’'s website (www.grassvalley.com).

Title Momentum Configuration Guide
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Notices

Important Safety Information

This section provides important safety guidelines for operators and service personnel.
Specific warnings and cautions appear throughout the manual where they apply. Please
read and follow this important information, especially those instructions related to the risk
of electric shock or injury to persons.

Symbols and Their Meanings

Indicates that dangerous high voltage is present within the equipment
enclosure that may be of sufficient magnitude to constitute a risk of electric
shock.

Indicates that the user, operator or service technician should refer to the product
manuals for important operating, maintenance, or service instructions.

This is a prompt to note the fuse rating when replacing fuses. The fuse
referenced in the text must be replaced with one having the ratings indicated.

Identifies a protective grounding terminal which must be connected to earth
ground prior to making any other equipment connections.

© B> P>

Identifies an external protective grounding terminal which may be connected to
earth ground as a supplement to an internal grounding terminal.

Indicates that static sensitive components are present, which may be damaged
by electrostatic discharge. Use anti-static procedures, equipment and surfaces
during servicing.

K

Indicates that the equipment has more than one power supply cord, and that all
power supply cords must be disconnected before servicing to avoid electric
shock.

B>
Y7}

The presence of this symbol in or on Grass Valley equipment means that it has
been tested and certified as complying with applicable Underwriters Laboratory

LTED (UL) regulations and recommendations for USA.

S

The presence of this symbol in or on Grass Valley equipment means that it has
been tested and certified as complying with applicable Canadian Standard
Association (CSA) regulations and recommendations for USA/Canada.

®
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The presence of this symbol in or on Grass Valley equipment means that it has
been tested and certified as complying with applicable Underwriters Laboratory
(UL) regulations and recommendations for USA/Canada.

®
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The presence of this symbol in or on Grass Valley equipment means that it has
(Ib been tested and certified as complying with applicable Intertek Testing Services
[+ us

e regulations and recommendations for USA/Canada.
Intertek
The presence of this symbol in or on Grass Valley product means that it complies
c € with all applicable European Union (CE) directives.

The presence of this symbol in or on Grass Valley product means that it complies
with safety of laser product applicable standards.

Warnings

A warning indicates a possible hazard to personnel, which may cause injury or
death. Observe the following general warnings when using or working on this
equipment:
- Appropriately listed/certified mains supply power cords must be used for the
connection of the equipment to the rated mains voltage.

« This product relies on the building's installation for short-circuit (over-current)
protection. Ensure that a fuse or circuit breaker for the rated mains voltage is used on
the phase conductors.

« Any instructions in this manual that require opening the equipment cover or enclosure
are for use by qualified service personnel only.

« Do not operate the equipment in wet or damp conditions.

« This equipment is grounded through the grounding conductor of the power cords. To
avoid electrical shock, plug the power cords into a properly wired receptacle before
connecting the equipment inputs or outputs.

« Route power cords and other cables so they are not likely to be damaged. Properly
support heavy cable bundles to avoid connector damage.

- Disconnect power before cleaning the equipment. Do not use liquid or aerosol
cleaners; use only a damp cloth.

- Dangerous voltages may exist at several points in this equipment. To avoid injury, do
not touch exposed connections and components while power is on.

- High leakage current may be present. Earth connection of product is essential before
connecting power.

- Prior to servicing, remove jewelry such as rings, watches, and other metallic objects.

+ To avoid fire hazard, use only the fuse type and rating specified in the service
instructions for this product, or on the equipment.

« To avoid explosion, do not operate this equipment in an explosive atmosphere.

« Use proper lift points. Do not use door latches to lift or move equipment.

« Avoid mechanical hazards. Allow all rotating devices to come to a stop before servicing.
- Have qualified service personnel perform safety checks after any service.
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Cautions

A caution indicates a possible hazard to equipment that could result in equipment
damage. Observe the following cautions when operating or working on this
equipment:

- This equipment is meant to be installed in a restricted access location.

« When installing this equipment, do not attach the power cord to building surfaces.

« Products that have no on/off switch, and use an external power supply must be
installed in proximity to a main power outlet that is easily accessible.

« Use the correct voltage setting. If this product lacks auto-ranging power supplies,
before applying power ensure that each power supply is set to match the power
source.

« Provide proper ventilation. To prevent product overheating, provide equipment
ventilation in accordance with the installation instructions.

- Do not operate with suspected equipment failure. If you suspect product damage or
equipment failure, have the equipment inspected by qualified service personnel.

« To reduce the risk of electric shock, do not perform any servicing other than that
contained in the operating instructions unless you are qualified to do so. Refer all
servicing to qualified service personnel.

+ This unit may have more than one power supply cord. Disconnect all power supply
cords before servicing to avoid electric shock.

« Follow static precautions at all times when handling this equipment. Servicing should
be done in a static-free environment.

« To reduce the risk of electric shock, plug each power supply cord into separate branch
circuits employing separate service grounds.

Electrostatic Discharge (ESD) Protection

Electrostatic discharge occurs when electronic components are improperly

handled and can result in intermittent failure or complete damage adversely

affecting an electrical circuit. When you remove and replace any card from a frame
always follow ESD-prevention procedures:

- Ensure that the frame is electrically connected to earth ground through the power cord
or any other means if available.

« Wear an ESD wrist strap ensuring that it makes good skin contact. Connect the
grounding clip to an unpainted surface of the chassis frame to safely ground unwanted
ESD voltages. If no wrist strap is available, ground yourself by touching the unpainted
metal part of the chassis.

- For safety, periodically check the resistance value of the antistatic strap, which should
be between 1 and 10 megohmes.

« When temporarily storing a card make sure it is placed in an ESD bag.

- Cards in an earth grounded metal frame or casing do not require any special ESD
protection.

Vi



Momentum
Configuration Guide

Battery Handling

This product may include a backup battery. There is a danger of explosion if the

battery is replaced incorrectly. Replace the battery only with the same or equivalent

type recommended by the manufacturer. Dispose of used batteries according to
the manufacturer’s instructions. Before disposing of your Grass Valley equipment, please
review the Disposal and Recycling Information at:

http://www.grassvalley.com/assets/media/5692/Take-Back_Instructions.pdf

Cautions for LCD and TFT Displays

Excessive usage may harm your vision. Rest for 10 minutes for every 30 minutes of
Z i \ usage.

If the LCD or TFT glass is broken, handle glass fragments with care when disposing
of them. If any fluid leaks out of a damaged glass cell, be careful not to get the liquid crystal
fluid in your mouth or skin. If the liquid crystal touches your skin or clothes, wash it off
immediately using soap and water. Never swallow the fluid. The toxicity is extremely low
but caution should be exercised at all times.

Environmental Information

European (CE) WEEE directive.

This symbol on the product(s) means that at the end of life disposal it should not be mixed
with general waste.

Visit www.grassvalley.com for recycling information.

Grass Valley believes this environmental information to be correct but cannot guarantee its
completeness or accuracy since it is based on data received from sources outside our
company. All specifications are subject to change without notice.

If you have questions about Grass Valley environmental and social involvement (WEEE,
RoHS, REACH, etc.), please contact us at environment@grassvalley.com.

On Receipt of the Momentum System

Any equipment is supplied in dedicated packaging provided by the manufacturer and
should not be accepted if delivered in inferior or unauthorized materials.

Vil


www.grassvalley.com
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Notices

viii

Carefully unpack the system components and check them against the packing list.

If there is anything incorrect notify your Grass Valley Partner, or Grass Valley, at once.
Check that the equipment has not been damaged in transit. If any damage has occurred
notify your Grass Valley Partner (or Grass Valley directly) and the carrier immediately.
Always retain the original packing materials if possible, they could prove useful should it
ever be necessary to transport or ship the system units.

Always read the Installation Guide, Configuration Guide and the Operator’s Guide (separate
manuals) carefully, it will provide you with helpful hints and tips about care and
maintenance and help you get the most out of your Momentum system.

In the unlikely event of an equipment failure, contact your Grass Valley Partner, or Grass
Valley, at once, contact details are at the rear of this manual.
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Introduction

Overview

Welcome to Momentum!

Momentum is a powerful, media asset management and workflow automation system,
designed to suit the requirements of leading media organizations. An incredibly flexible,
enterprise level system, Momentum features fully configurable workflows, detailed process
reporting and extensive integration with third party applications and platforms, enabling
you to take complete control of your media assets, operations and business processes.

Based on service-oriented architecture (SOA), Momentum provides access to your business
processes through the Internet or the company intranet - supplying an extensive suite of
tools for different stages of the production process.

Momentum maintains and tracks your media assets in an Oracle database, makes them
searchable, augments them with rich metadata, manages various job queues, controls
archive and other third party devices, and enables assets to be ingested and exported in a
number of different formats.

Workflow

Current page : Clip Ingest

™ AutoQC

& (& Complex Ingest
B dip Ingest
8 Continuty Deliver
8 Delver to Graphics

B Edi sues

B Fle Ingest

8 OrT Delvery

B Render Workflow

Fig. 1-1: Example Momentum Workflow Page
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Most of these operations take place through managed workflows, in which you can define
when and how a new or existing asset requires additional automated or manual processing
to meet your needs. Powerful workflow modeling tools provide the building blocks to
manage media assets on the Momentum Workflow page, a canvas on which your business
processes are represented as a series of interconnected and easy-to-use schematic
diagrams. Using the workflow functions, you can design and implement your workflows
and the desired processing paths for the different media asset files. In addition, you can also
monitor and analyze the progress of running processes and any associated tasks. As a file-
based solution, Momentum is designed to deliver content to a range of targets including
social media and video on demand (VOD) sites.
In summary, Momentum enables you to:

+ Automate the processing of content through reliable and repeatable workflows.

- Deliver content to a range of platforms including social media and VOD applications.

- Extend your organization's capability as operations grow through configurable
workflows and resource pooling.

Momentum Key Features

Momentum supports the following features:

+ User configurable workflows with support for scripting in C#, Python, IronPython and
Visual Basic.

- HTML5-based user interface for web browser access to a multi-user environment for
media-file cataloging and faster content distribution.

- Automated media file ingest and delivery using watch folders, standard file transfer
protocols, and proprietary applications Signiant and Aspera.

+ Automated metadata ingest using watch folders, BXF messaging and other third party
system integrations.

« Video and audio editing using the built-in editor or other integrated SAM editors.
- Desktop proxy browsing, including automated generation of proxy files.

« Integration with a wide range of third party, automated quality checking, transcoding
and archive devices.

« Integration with other SAM products such as the Go! Video Timeline Editor, sQ Suite
and Morpheus Playout Automation.

- Configurable metadata publishing templates for delivery to linear playout and non-
linear delivery platforms.

+ Web Services API for third party integration.
+ Oracle 12c (12.1.0.2.0) database clustering.

« Support for Microsoft Windows 2012 with IIS for dual redundancy and user load
balancing.

+ Reporting and statistical analysis to understand processes and improve capacity
planning.
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This guide describes how to configure a Momentum system using the administrative
functions in combination with the XML configuration files. For information on using
Momentum and creating workflows, refer to the Momentum Operator’s Guide.
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Introduction

Before using Momentum, it is essential to perform some basic configuration in order to
access the Momentum web interface and perform workflow activities.
The configuration procedure includes the following tasks:

- Configuring the Momentum License, on page 9.

- Configuring the Location of Media Files, on page 9.

- Configuring the Database Connections, on page 9.

« Configuring the Momentum Web Options, on page 10.

« Configuring the Generic Momentum Server Parameters, on page 13.

- Configuring the Alert System for Workflow Elements, on page 21.

« Configuring the Momentum Farm, on page 22.

- Configuring the Momentum Watchfolder server, see Configuring Watchfolders for File

Ingest, on page 51.

Itis also necessary to configure the following XML files located in the directory
C:\Mantrics

e FileBasicInfo.xml

e DBConfiguration.xml

¢ MantricsConfig.xml

¢ MantricsServer.xml

¢ MantricsNode.xml
When the basic configuration is complete, navigate to the window Control Panel > System

and Security > Administrative Tools > Services and start the following Momentum
manual services:

+ Momentum Server
+ Momentum Node
+ Momentum RLM License Server
« Momentum WatchFolder
You might also need to start other manual services if available (for example, BXF Receiver,

Etere Receiver, etc.) depending on the modules and third-party products included in your
system.
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Overview of XML Configuration Files

Momentum includes a suite of XML files used to configure the system before you can start
configuring workflow elements and workflows in the user interface. These configuration
files enable you to set-up licensing, communications between server and nodes, specific
configurations for third party devices, etc. The XML files are available in the default

installation folder:

XML File

Description

Folder: C:\Mantrics

AudioTrackLanguages.xml

Defines the languages and labels supported for audio tracks.

AuthenticationConfig.xml (1]

Provides authentication data to connect to an LDAP server
for the bulk import of users from a Microsoft Windows
environment.

BxfDeleteMessagesGeneratorConfig.xml

Defines the parameters passed to the
BxfDeleteMessagesGenerator executable, which generates a
BXF message to trigger a workflow to remove BXF messages.

DBConfiguration.xml

Provides authentication data to connect to the Momentum
database.

DivaConfig.xml

Defines Diva error codes and associated descriptions that
may be generated by a DivArchive archiving system.

EtereXMLReceiverConfig.xml

Defines the communication parameters for an Etere Receiver
node.

FFMpegFramerateConfig.xml (1]

Defines the source frame rates that can be selected when
configuring the default Momentum FFmpeg transcoder
workflow element.

FileBasicInfo.xml

Defines fundamental information to allow the Momentum
file basic information reader to analyze the metadata in
source media files to retrieve structural information (e.g.,
timecode in, duration, width, height, framerate, etc.)

HooksConfig.xml

Provides parameters to display the task notification panel.

IceConfig.xml

Defines authentication parameters to enable additional
devices to communicate with Momentum using the
Morpheus API (including Morpheus server, Omneon Server,
sQ Devices, etc.) This file is also used to enable the
simultaneous, dual-review of material, available on two
different Omneon Server ports, in the Momentum Logger
page using a Morpheus API.

InstancelLabelsConfig.xml

Defines the instance labels for the various supported media
types that can be selected when configuring workflow
elements (e.g., HQ, AUX, AUDIO, ORIGINAL, etc.)

LicenseConfig.xml

Defines the hostname and port of the Momentum license
server.
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XML File

Description

MantricsConfig.xml

General configuration data for the Momentum system,
including the configuration of ingest parameters, auxiliary
files, accessible folders, date formats, storage map, etc.

MantricsNode .xml

Defines the node-side parameters to communicate with
connected Momentum nodes, including transcoder and QC
devices, thumbnail generator utility, MXF utilities, additional
workflow element nodes, social media nodes.

MantricsOwnerConfig.xml

Defines Owner IDs used for BXF message communication
with a Morpheus system.

MantricsResourceConfig.xml

Defines the maximum tasks that can be processed on
Momentum nodes.

MantricsServer.xml

Defines the server-side parameters to enable nodes to
communicate with the Momentum server, including
transcoder and QC devices, thumbnail generator utility, MXF
utilities, additional workflow elements, social media sites.

MetadataChangeNotifierConfig.xml

Defines the settings of the Metadata Change Notifier, a
tool that can trigger a workflow as a result of a change to
metadata.

MorpheusServerConfig.xml (1]

Defines the communication parameters for a Morpheus
Playout Automation system, including hostname and port,
SMTP authentication parameters, synchronization
parameters, etc.

queries.xml

Defines parameters to allow users to save queries defined in
the Catalog and Logger Pages and in the Material Browser
pane of the Editing page.

SchedulesConfig.xml

Defines the channel names and IDs used in the playout
schedule.

SchedulesReceiverConfig.xml

Defines the location in which a Morpheus system saves
schedule files for import into Momentum.

SegmentsConsolidatorConfig.xml

Defines parameters for third party segment consolidator
devices.

ServerCommandsConfig.xml

Defines default values for the ServerCommands host and
port used to direct user notifications to the correct web

page.

TransferRequestsConfig.xml

Defines parameters to enable the communication of transfer
requests between a Morpheus Playout Automation system
and Momentum.

WatchFolderServerConfig.xml

Defines parameters on the Watchfolder server.
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XML File

Description

WebHooksRouter.xml

Defines communication parameters and credentials used by
the Momentum Web application to start the HooksRouter
service and to allow WebHooksRouter to get the relevant
information about the certificate. For more information, see:
https://nodejs.org/api/
tls.html#tls tls createserver options secureco
nnectionlistener

Folder: C:\Mantrics\BxfExportTemplates

Default.xml

Default template for the generation of BXF Export
messages.

Folder: C:\Mantrics\BxfQueryTemplates

Default.xml

Default template for the generation of BXF Query
messages.

Folder: C:\Mantrics\BxfReceiverTemplates

Default.xml

Default template for the generation of BXF Receiver
messages.

Folder: C:\Mantrics\BxfTransferMetadataRetriever Templates

Default.xml

Default template for the extraction of metadata from BXF
Transfer Request messages.

Folder: C:\Mantrics\ExportTemplates\TransferR

equests

MissingMaterials.xml

Default XML template for schedule missing materials
report.

MissingMaterials.csv

Default CSV template for schedule missing materials
report.

Folder: C:\Mantrics\MaterialCheckerTemplates\

MaterialCheckerTemmplate.xml

Default XML template for schedule missing materials
report.

Folder: C:\Mantrics\MetadataPublisherTemplates
DemoTXT. txt Default
DemoXML . xml Default
KeySegment .xml

Folder: C:\Mantrics\WatchfolderTemplates
WatchfolderDefault .xml Default
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Configuring the Momentum License

To configure the license:

1 Navigate to the directory c: \Mantrics and open the file LicenseConfig.xml using a
text editor. The file contains the following element:
<LicenseConfig>

<LicenseServer>2764@localhost</LicenseServers>

</LicenseConfig>

2 Replace the word 1ocalhost in the node <LicenseServer> with the name or IP
address of the Momentum license server (the machine where the dongle is connected
and the file 1icense.lic is stored).

Note: The prefix 2764@ must not be modified or replaced.

3 Save thefile Licenseconfig.xml to store the setting.

Configuring the Location of Media Files

To set the location of media files for ingest:

1 Navigate to the directory c: \Mantrics and open the file MantricsConfig.xml using a
text editor.

2 In the section <IngestRootDirs>, insert the path(s) to the location of the media files.
For example:

<IngestRootDirs>
<IngestRootDir>\\hostname\folder</IngestRootDir>
</IngestRootDirs>

Note: Both UNC and local paths are supported. It is also possible to use the IP
address instead of the server hostname.

3 Save the file MantricsConfig.xml to store the locations.

For further information on the <IngestConfig> and <AuxConfig> sections of
MantricsConfig.xml, see Section Defining the Ingest Configuration on page 53

Configuring the Database Connections

The Momentum server must be connected to at least one database. Each database can
support more than one Momentum server. The database connection settings are set in the
file:

C:\Mantrics\DBConfiguration.xml.

To configure the database connection:

1 Navigate to the directory c: \Mantrics and open the file DBconfiguration.xml using
a text editor.

In the section <DbConfiguration>, set the user name <user>, the password
<password> and the instance of the database connection <addressname>.
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The default values for this section are as follows:

<DBCconfiguration xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-
instance” xmlns:xsd="http://www.w3.0rg/2001/XMLSchema” >
<user >MOMENTUMDB< /users>
<password>momentumdb</password>
<addressname>orcl</addressname>
</DBConfigurations>

Note: By default, the database connection is set to the host details created
during the installation of Oracle.

2 Save the file DBConfiguration.xml to store the settings.

3 Select Control Panel > System and Security > Administrative Tools > Services to
open the Services window and restart the [IS Admin Service.

Configuring the Momentum Web Options
To configure the Momentum Web module, you will need to know the following information
in advance:
« Name or IP address of the Momentum Server host machine.

+ Path to the directory where Momentum stores temporary files for the creation of the
Edit Decision Lists (EDLs).

- Paths for mapping the storage location of the Mist streaming server (if installed).

The file MantricsConfig.xml contains the main configuration data. Additional
configuration is described in the subsequent sections.

Configuring the Momentum Server in MantricsConfig.xml

Note: Values used in the configuration file are case-sensitive.

To configure the Momentum server details:

1 Navigate to the directory c: \Mantrics and open the file MantricsConfig.xml using a
text editor.

2 In the tag <MantricsServer>, replace the default IP value with the IP address of the
Momentum server.

3 In the tag <MantricsCatalogURL>, replace the placeholder 10calhost with the
hostname of the Momentum server.

4 Inthe tag <lISAndServerAccessibleDirs><Dir>, insert the path to the folder where
Momentum stores its temporary files.

<IISAndServerAccessibleDirs>
<Dir>c:\Temp</Dir>
</IISAndServerAccessibleDirs>

10
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5 Set the tag <CatalogShowAllMetadata> to true (default) to display all metadata in
the Catalog page. Alternatively, set to false to display only a limited subset of
metadata.

6 Set the tag <DefaultToDoViewType> to the materials view (default) to use a
materials-based search for tasks in the To Do page. Alternatively, set to tasks to display
a tasks-based view where you can filter available tasks by Material ID in the To Do page.

7 Save the file MantricsConfig.xml to store the new settings.

Note: Ensure that the folder is shared and fully accessible from each machine
that needs to be connected to the server using the Momentum Web
interface.

Configuring the Date and Time

The Momentum system uses references to Date and Time values in several places. The file
MantricsConfig.xml enables you to customize these settings as follows:

1 Navigate to the directory c: \Mantrics directory and open the file
MantricsConfig.xml using a text editor.

2 Locate the tag <DateFormats>, which includes a link to information on additional date
formats, if required.

3 Alist of four date format tags is available by default, you can rearrange the elements of
these formats to display the date and/or time as desired.

<DateFormats Comment="">

<Date>d/m/Y</Date>

<Date And Times>H:1 d/m/Y</Date And Time>

<With Seconds>H:i:s d/m/Y</With Seconds>

<With Milliseconds>H:i:s.u d/m/Y</With Milliseconds>
</DateFormats>

Where i represents two digit minutes with leading zeros (e.g., 00 to 59) and s represents
two digit seconds with leading zeros (e.g., 00 to 59).

4 Save thefile MantricsConfig.xml to store the new settings.

Note: Adding parameters to a format is possible but it can have some
unexpected results as any modification will affect all locations where
Momentum applies the modified format.

Configuring the Key Segments
It can be useful to define a pattern for the ID or Title of the key segments. To set these rules,
two specific tags are available in the file Mantricsconfig. xml:

<KeySegmentIdPattern/>
<KeySegmentTitlePattern></KeySegmentTitlePatterns>

Both tags can accept as values: a system keyword (variables), a numeric sequence or a
combination of both as in the following example:

<KeySegmentIdPatterns>{MATERIALID}-##</KeySegmentIdPattern>

11
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In the above example, the tag <KeySegmentldPattern> is initialized using the
variable {MATERIALID} value followed by a dash symbol (-) and a numeric sequence of
two digits represented by the # characters.

Note: When using the # character to specify a numeric sequence, the
following rules apply:
One # represents an unlimited sequence.
Two or more ## characters implies the use of Os for padding the number
and that the sequence is limited to the greatest number possible using
the number of digits specified by the number of # characters.

Configuring the Mist Streaming Server
A Momentum installation includes a Mist streaming server which is installed in the
directory c:\Mantrics\MistServer.
To activate the Mist Server:

1 Navigate to the directory c: \Mantrics and open the file MantricsConfig.xml file
using a text editor.

2 Locate the tag <MistHost> and replace the default IP value with the IP address of the
machine currently running the Mist streaming server.

Note: You can also change the default value for the port, 8080, but we
recommend avoiding the use of port 80 if the Mist server is running on
the same machine as the IIS server.

3 Save the file Mantricsconfig.xml to store the new settings.

Note: For more information about installing and configuring the Mist
Streaming Server, see Chapter Using a Mist Streaming Server.

Configuration of Miscellaneous Features in MantricsConfig.xml

Configure the Storage Mappings, HooksRouter and NotifierPopUpLifeTime in
MantricsConfig.xml as follows:

1 Navigate to the directory c: \Mantrics and open the file MantricsConfig.xm1 file
using a text editor.

2 Locate the section <StorageMap> and in the tag <FromUNC> enter the UNC path to
the folder containing source files, for example QC reports.

For example:
<FromUNC>\\10.10.0.223\video</FromUNC>

3 In the <StorageMap> tag <ToURL>, enter a virtual folder as a web destination to map,
enabling the review of the source files:

For example:

12
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<ToURL>http://localhost/reports</ToURL>

4 Locate the section <HooksRouter> and set the IP address and port of the Hooks
Router to allow access to the Hooks Router logs and dashboard using a web page.

For example:
<HooksRouter port="8081">127.0.0.1</HooksRouter>

5 Locate the section <NotifierPopUpLifeTime> and set the maximum time that the task
notification pop-up can remain visible on the screen. Set a time limit in miliseconds
(default is 20000 ms or 20 seconds) after which the Notifier Popup window will close.

For example:
<NotifierPopUpLifeTime>20000</NotifierPopUpLifeTime>

Configuring the Ingest Parameters in MantricsConfig.xml
See Chapter Configuring the Ingest Elements on page 163 for details.

Configuring the Generic Momentum Server Parameters

The configuration file MantricsServer.xml is subdivided into several sections, including
the section <Generic>, which contains values and settings used by various generic
elements of the Momentum system as shown below:

<Generic>
<commandPort>9000</commandPort >
<MistAPIUrl>http://10.10.0.10:4242/api</MistAPIUrl>
<MistUsername>admin</MistUsernames>
<MistPassword>password</MistPasswords>
<DoNotRegisterAfterTranscode>true</DoNotRegisterAfterTranscode>
<WebHost>http://localhost/Momentum</WebHost >
<ThumbLx>100</ThumbLx>
<ThumbLy>75</ThumbLy>
<ThumbPath>\\10.10.0.221\Thumbnail\</ThumbPath>
<ThumbFullFrameSetAsIcons>true</ThumbFullFrameSetAsIcons>
<ThumbFullFrameFileName>{MATERIALID} {INSTANCELABEL}
</ThumbFullFrameFileName>
<ThumbFullFramePath>\\10.10.0.221\Momentum MEDIA\FULLFRAME
</ThumbFullFramePath>
<ThumbFullFrameSize>
<SizeConditions />
</ThumbFullFrameSize>
<ThumbFullFrameExtension>jpg</ThumbFullFrameExtension>
<ThumbFullFrameStatusMetadata/>
<RecoverTimeIntervalInSec>30</RecoverTimeIntervalInSecs>
<SNMPAgentAddress>127.0.0.1:161</SNMPAgentAddress>
<SNMPBroadcastAddress>10.10.255.255:162</SNMPBroadcastAddress>
<SNMPSendMomentumTrap>false</SNMPSendMomentumTrap>
<ServerCommands port="9004">127.0.0.1</ServerCommands>
<ServerHooksRouter port="9002">127.0.0.1</ServerHooksRouter>
<sQZonesList>
<sQzone ISAManagerPort="2096" ISAManagerIP2="127.0.0.1"
ISAManagerIP1="10.250.170.100" zoneId="1090" zoneName="Newbury
Broadcast Centre"/>
<sQzone zoneName="Mantrics Zone NTSC" zoneId="1401"

13
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ISAManagerIP1="10.10.5.45" ISAManagerIP2="10.10.5.49"
ISAManagerPort="2096" />

<sQzone zoneName="Mantrics Zone 1 NTSC" zoneId="1400"
ISAManagerIP1="10.10.5.38" ISAManagerPort="2096" />
</sQZonesList>
<OmneonHostsList>
<OmneonHost isSpectrum="false" isMediagrid="false"
OmneonServerAddressOrName="" />
</OmneonHostsList>
<jobHistoryCleanup>
<maximumJobDeletionStep>50</maximumJobDeletionStep>
<clearHistoryTimeIntervalInMin>5
</clearHistoryTimeIntervalInMin>
<enabled>false</enabled>
</jobHistoryCleanup>
</Generic>

Configure the Generic server tags to grant the Momentum nodes access to a Mist
streaming server, sQ Zone, or an Omneon server and set Thumbnail and SNMP parameters
as follows:

Configuring the Momentum Server Command Port

+ Set the tag <commandPort> to the port used by the Momentum server.
For example: <commandPort>9000</commandPort >

Configuring the Mist Streaming Server
Configure communications between the Momentum Server and the Mist streaming server
used by the various video players in the Momentum user interface as follows:
1 Set the tag <MistAPIUrl> value using the URL of the streaming server.

The port value of 4242 is fixed and the path /api directs the nodes to the correct API to
connect with the Mist Server.

2 Set the values for the tags <MistUsername> and <MistPassword> using the user and
password required to access the Mist server application.

3 Set the tag <DoNotRegisterAfterTranscode> to true if you want to prevent
Momentum from automatically registering the MP4 proxy on the Mist Server directly
after transcoding.

Momentum registers the proxy file at the first attempt to display the proxy in the
Catalog and/or Logger page.

Configuring the Web Host

- Set the tag <WebHost> to the path of the Momentum web server.
Forexanuﬂe:<WebHost>http://<lO.12.65.45>/Momentum</WebHost>

14
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Configuring Thumbnail Generation

Configure the generation of thumbnails as follows:

1

Set the tags <ThumbLx> and <ThumbLy> to specify the size of the created
thumbnails.

The parameters specified in the <ThumbGenerator> element override these settings.
Set the tag <ThumbPath> to the path to be used as root for storing the thumbnails.

The specified folder contains a new folder for each title and a subfolder for each
instance of the title. Each instance has its own thumbnails stored in a specific folder.
The thumbnails are managed as children of the instance from which they are
generated.

Set the tag <ThumbFullFrameSetAslcon> to enable the use of the last full frame of
the material saved as an icon.

The accepted values are true or false.

Set the tag <ThumbFullFrameFileName> to the name used for the saved full frame
file.

You can use keywords and variables to make the allocated filename dynamic, for
example:
<ThumbFullFrameFileName>{MATERIALID} - ####</ThumbFullFrameFileName>

Set the tag <ThumbFullFramePath> to the path used to store the full frame files.
You can use keywords and variables to use a dynamic path.

Set the tags <ThumbFullFrameSize> and <SizeConditions> to set the size conditions
for exporting a full resolution image frame from the Player.

The tag <SizeCondition> has the following attributes:

- var indicates which of the size parameters - width or height - must be validated
against the rule.

« op is the size operation which can be either: Lesser, LesserOrEqual, Greater,
GreaterOrEqual, Equal, or NotEqual.

- value is the value of the size condition against which the image is compared.

The tag <SizeCondition> includes the sub-tags <width> and <height> to
populate with the desired height and width settings for the exported image. For
example:

<ThumbFullFrameSize>
<SizeConditions>
<SizeCondition var="width" op="Equal" value="1920">
<Width>1600</Width>
<Height>900</Height>
</SizeCondition>
<SizeCondition var="width" op="NotEqual" value="1920">
<Width>960</Width>
<Height>540</Height>
</SizeCondition>
</SizeConditionss>
</ThumbFullFrameSize>
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Note: The order of <SizeCondition> tags is significant. If the first condition is
true, its specified width and height are applied to the thumbnail,
otherwise the second condition (if present) is analyzed and so on.

7 Setthe tag <ThumbFullFrameStatusMetadata> to generate metadata that shows the
status of the full frame creation saved from the Player on the Logger or Catalog page.

The permitted values are:
+ Requested
+ Queued
+ Processing
+ Created
- Creation Failed.

8 Set the tag <ThumbFullFrameExtension> to select the desired file type extension for
the full frame exported version of thumbnails.

You can select the following format: JPG.

Configuring SNMP Trap Communication

Configure SNMP traps as follows:

1 Setthe tag <SNMPAgentAddress> to the IP address and port of the Momentum
server which acts as the SNMP agent.

When the tag <SNMPSendMomentumTrap> is set to TRUE, the Momentum SNMP
agent sends SNMP traps on the following events:

+ Node registered successfully

- Node not successfully registered

« Node offline request

+ Node offline complete

« Node online request

+ Node online complete

+ Node unreachable

+ Node re-registered.
The management information base (MIB) file is located in the folder:
C:\Mantrics\MIB\Momentum-MIB.mib

2 Set the tag <SNMPBroadcastAddress> to the IP address and port of the SNMP
network management system.

3 Set the tag <SNMPSendMomentumTrap> to TRUE to enable the Momentum SNMP
agent to send SNMP traps.

When set to the default, FALSE, the Momentum SNMP agent will not send SNMP traps.
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Configuring User Notifications

Whenever a task is created on a User Action workflow element, a user notification is
triggered to users having the role specified in the element.

A user notification is a popup message appearing for some seconds at the bottom right of
the screen, irrespective of the Momentum page that is currently displayed. The notification
popup contains the following elements:

+ Alink to the relevant WorkFlow element.
+ Alink to the relevant Catalog material.
« Either:
+ A Take button, re-directing to the relevant ToDo task, or
« Alist of Ports on the element through which the task could be propagated.

The Take option is the default setting. To enable the port listing, select
Notification from the Task layout options in the settings of the UserAction
workflow element, see Figure 2-2:

UserAction : UserAction*®
Settings [\ EIyH UserAction
Tasks Color:

Statistics Need instance: ll

Role: PN

To Do:

Show Report Popup:

5l EE Sl Propagate Task
Report Prompt: BE

Task layout: it

Save | Cancel

Fig. 2-2: UserAction Settings menu - Selecting the Notification Task Layout

The user can work directly through the notification popup, or open the Notification Panel
by clicking the notification panel icon E at the top-right of the screen, next to the name
of the logged-in user.

The notification panel lists all unexpired notifications for all tasks in waiting status at the
UserAction workflow elements:
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Open Notification Panel Icon

Manual Review User Action Manual Review
Skip to Task Required

User Action Generating the
Manual Review weaavio Task Required

Skip to

Button to Take Ownership of
the Task

Manual Review

skip to L Button to Progress the Task
to an Output Port

Page _ of 1
Fig. 2-3: User Action Notification Panel

Configure user notifications as follows:

1 Set the tag <ServerCommands> to the default values for the ServerCommands host
and port used in the configuration file servercommandsconfig.xml to direct user
notifications to the correct web page.

2 Set the tag <ServerHooksRouter> to the IP address and port of the Hooks Router to
enable the Momentum tasks to progress correctly through the workflow and to direct
user notifications to the correct web page.

Configuring the sQ Zone

sQ servers are configured into resilient production units, called Zones. An sQ Zone may be
built of one or more sQ devices communicating by way of FileFlow, to provide scaling of
ingest and output ports, bandwidth to support editing workstations and video storage
capacity.
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Fig. 2-4: Scalable sQ Zones

A Zone is managed by a resilient management unit, referred to as an ISA Manager (ISA =
Integrated Server Architecture), which is a Windows application running on a dedicated
pair of resilient servers. Communications between ISA Managers ensures that users have
access to all content across the sQ Zones.

Configure the sQ Zones to allow communication with the Momentum environment as
follows:

1 Setthe tag <sQZonesList> to include a list of available, remote sQ zones that contain
ISA Managers.
The Momentum server uses a CORBA-based C++ library to communicate with sQ ISA

Manager(s) by allowing multiple Momentum components to access the library
functions and search for metadata in the sQ database for a given clip ID and zone ID.

2 Set the tag <sQZone> to include the name of the sQ Zone, the sQ Zone ID and the IP
address(es) and port(s) of the individual ISA Managers included in the sQ Zone. The tag
<sQZone> has the following attributes:

- zoneName: Name of the sQ Zone.
- zonelD: sQ Zone identifier.
- ISAManageriPn: IP address of an ISA Manager in the sQZone. Each ISA

Manager controls a zone, which may include multiple SQ
Servers. You can include several IP addresses but each
must be numbered sequentially, for example:
ISAManagerIP1, ISAManagerIP2, etc.

- ISAManagerPort: Communication port corresponding to the IP address of
the ISA Manager.

Configuring Omneon Servers

Whenever Momentum sends a Keysegment, generated from a source clip, to Omneon
Consolidator, the Omneon Consolidator workflow element checks the IP address of the
source clip and target destination file against the Omneon server IP addresses specified in
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the configuration. If the IP addresses match, then the Omneon Consolidator workflow
element attempts to delegate to the remote Omneon Server to do the consolidation and
transfer of essence data; the transfer is made internally by the remote Omneon Server as a
local transfer between source and destination folders in the local Omneon storage.
Configure remote Omneon servers as follows:

1 Set the tag <OmneonHostsList> with the list of available, remote Omneon servers.

Momentum supports either:
« Omneon Spectrum server, or
- Omneon Mediagrid Storage with the ContentBridge component.

2 Set the tag <OmneonHost> to include the IP address or hostname of the Omneon
server. In addition, set the attributes isSpectrum or isMediagrid to True or False
depending on the type of Omneon Server you are connecting.

Note: You can set only one of these attributes to True.

Configuring the Cleanup of Job History
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This function enables a Momentum cleanup agent to run in configurable time cycles at
which it will automatically remove a configurable number of jobs from the job history of a
Material.

This function can work together with the Clear History function in the settings of a
Material Deletion workflow element, which, when enabled, will clear the associated job
history on deletion of the material. For more information, see Section Material Deletion on
page 162.

This clean-up task avoids having to maintain the job history for a material that no loner
exists on the system.

Configure the Job History cleanup agent as follows:
+ Set the cleanup parameters in the section <jobHistoryCleanup> as follows:

+ MaximumJobDeletionStep: Defines the maximum number of jobs
deleted each time the Clear History agent
runs to delete job history.

- clearHistoryTimelntervalinMin:  Defines the time interval (in minutes) that the
agent will wait between job history clean-up
cycles. If, in a cycle, the clean-up agent finds
300 jobs to delete, for example, but the tag
<maximumJobDeletionStep> is set to 100,
then the agent will delete the first 100 jobs on
that cycle and then the remaining 200 on
subsequent cycles. The minimum time
between cycles is 5 minutes. The value of this
parameter helps to reduce the impact on the
Momentum database.

- enabled: When set to true, activates the job history
cleanup agent to allow the clean-up of
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associated job history on deletion of a
material Title.

Configuring the Alert System for Workflow Elements

You can configure each element of a workflow to raise an alert if the tasks that are currently
processing are taking longer than expected to complete. The alert system automatically
sends an email to a specified address to signal that an unexpected event is occurring using
the Simple Mail Transfer Protocol (SMTP).

To configure the alert system, modify the <Alarms> tag in the configuration file
MantricsServer.xml as follows:

<Alarms>

<SmtpServer>10.10.0.225</SmtpServers>

<SmtpUser>mailtest@mail.local</SmtpUser>

<SmtpPwd>example password</SmtpPwd>

<SmtpSSL>false</SmtpSSL>

<SmtpAuthenticate>false</SmtpAuthenticates>

<taskProcesingThreshold>
<Recipients>support@momentum.com</Recipients>
<AlarmSubject>Task threshold Alarm</AlarmSubject>

<AlarmMessage>The task taskId = '{TASKID}' has exceeded the
time processing threshold. Materialld =
' {MATERIALID}'.
Filename = '{FULLMEDIA;PATH}'</AlarmMessage>

<TimeNotificationInterval>5</TimeNotificationIntervals>
</taskProcesingThreshold>
</Alarms>

To activate this feature for a workflow element, first double-click the element and open the
Setting dialog. Select the Statistics tab from the left-hand menu and check the Active
Alerts checkbox.

The Alerts group of tags specifies the account access configuration for the SMTP server and
define alert thresholds and email details as follows:

+ <SmtpServer>: Sets the IP address of the SMTP server.

« <SmtpUser>: Specifies the user to log on the SMTP server.

+ <SmtpPwd>: Specifies the password used by the <SmtpUser>.

+ <SmtpSSL>: Specifies whether the SSL protocol is active or not and
can be set to true or false.

+ <SmtpAuthenticate>: Specifies whether the authentication of the SSL
protocol is active or not, possible values are true or
false.

- <taskProcesingThreshold>: Collects all the parameters needed to compose the
email message sent by the alert system. The alert is
raised when the processing of a task on a specific
element of the workflow exceeds the expected time
span of the task.

+ <Recipients>: Collects the email address target for the alert (there
can be multiple addresses, comma separated).

21



Essential Momentum Configurations
Configuring the Momentum Farm

+ <AlarmSubject>: Specifies the content of the Subject field in the sent
email.
- <AlarmMessage>: Defines the content of the Body field of the sent

email. System variables can be used to create
messages for specific task properties. In the above
example, the values {TASKID}, {MATERIALID}, and
{FULLMEDIAPATH} are variables related to a task that
is being processed and taking more time than
expected.

- <TimeNotificationinterval>: Specifies the time span in minutes to wait between
sending two consecutive emails. The emails are sent
when a task crosses the threshold time set, until the
task is managed.

Configuring the Momentum Farm

22

Momentum is based on a Server-Node configuration where a node is a service or system
with which Momentum is permitted to communicate and manage, for example, Alchemist
XF, Omneon Consolidator, DivArchive, etc.) The server accepts connections from the nodes
and, when registering on the server, the node provides information including:

« the tasks that the node can manage
« the available resources
« the node’s status within a pool of nodes.
The server manages the job distribution to optimize the use of available resources. There is

no software limitation to the number of nodes that can be managed by a server. The
combination of server and nodes is referred to as the Momentum Farm.

To set up the communication channels between the server and associated nodes, the
appropriate parameters must be initialized in both dedicated configuration files:

¢ MantricsServer.xml

¢ MantricsNode.xml
These two configuration files contain similar lists of sections, which correspond to the
various nodes with which the Momentum server must communicate. A section is a custom

XML tag that groups together one or more specific parameter tags having a similar
function.

The configuration file MantricsServer.xml is composed of the following main sections:
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<?xml version="1.0" encoding="UTF-8"?>
- <MomentumServerConfig xmins:xsi="http:/ /www.w3.org/ 2001 /XMLSchema-instance”
xmins:xsd="http:/ /www.w3.org/2001/XMLSchema">

+ <tsc>

+ <qcc>

+ <mxfc>

+ <usc>

+ <wfc>

+ <scl>

+ <Generic>
+ <Alarms>

</MomentumServerConfig>

Fig. 2-5: XML Sections in the Configuration File MomentumServer.xml|

Each section contains the configuration parameters for the following server-side

components:

. <tsc>: Configuration of the transcoder engines.

. <qce>: Configuration of the quality check applications.

« <mxfc>: Configuration of the MXF communication parameters.

+ <usc>: Configuration of server utility, the Thumbnail Generator.

- <wfc>: Configuration of the settings of the workflow elements
implemented in the Momentum workflow page.

.« <scl>: Configuration to publish material to the social media sites
Facebook, Twitter, etc.

« <Generic>: Configuration of the generic Momentum components, including
the Mist streaming server, SNMP traps, sQ Zones and Omneon
servers.

- <Alarms>: Configuration of the alerting system for the workflow elements

implemented in the Momentum workflow page.

The configuration file Mant ricsNode . xml is composed of the following main sections:

<?xml version="1.0" encoding="UTF-8"?>
- <MomentumNodeConfig xmins:xsi="http:/ /www.w3.0org/ 2001 /XMLSchema-instance"
xmins:xsd="http://www.w3.org/2001/XMLSchema">

+ <transcoderNodeConfig>
+ <gcNodeConfig=>

+ <utilsNodeConfig>

+ <MXFUtilsNodeConfig>

+ <workflowNodeConfig>
+ <socialNodeConfig>

</MomentumNodeConfig>

Fig. 2-6: XML Sections in the Configuration File MantricsNode.xml

Each section contains the configuration parameters for the following node-side

components:
« <transcoderNodeConfig>: Configuration of the transcoder engine nodes.
« <qcNodeConfig>: Configuration of the quality check nodes
- <utilsNodeConfig>: Configuration of the Thumbnail Generator utility
node.
+ <MXFUtilsNodeConfig>: Configuration of the MXF feature parameters.
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- <workflowNodeConfig>: Configuration of the settings of the workflow
elements implemented in the Momentum workflow
page.

- <socialNodeConfig>: Configuration to publish material to the social media

sites Facebook, Twitter, etc.

To complete the set-up of a specific section, see the related paragraph in Chapter
Configuring Additional Momentum Features.

Momentum includes two dedicated applications that you can use to configure the
Momentum Farm, avoiding having to edit XML files directly:

« Momentum Server Configurator

« Momentum Node Configurator

For further information, see the section Using the Momentum Configuration Tools, on
page 26.

Configuring the Basic Server Settings
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To configure the basic settings of a server XML section:

1 Navigate to the directory c: \Mantrics and open the file MantricsServer.xml using a
text editor.

2 Locate the section to configure, identified by its appropriate section tag, for example:

consider the FFmpeg transcoder <ffmpeg>:

<ffmpeg>
<server port="XXXX">0.0.0.0</server>
<policy>Failover</policys>
<retryCount>3</retryCount>
<actives>false</actives
<reconnectRetryCount>1l</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout>

</ffmpeg>

3 Use the tag <server port=
server and the node.

> to set the port required for communication between the

By default, the attribute port="XXXX" is the same in the corresponding sections of the
files MantricsServer.xml and MantricsNode.xml. If a change is required, remember
to modify both files in the same way. Momentum uses the IP configuration to monitor
incoming traffic from every valid IP address.

4 Use the tag <policy> to set the processing policy for that type of node. There are two
available values: Failover and Weighted.

- Failover: Allows the Momentum server to use a single node as the main
processor. In the event that the main node fails, the Momentum
server automatically uses the second node as the main processor
creating the same queue of tasks as on the failing node.

- Weighted: Allows the Momentum Server to use all available nodes. The Pool
feature creates a pool of servers, which are loaded through the
configuration of the workflow element to enable selective
loading.
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5 Use the tag <retryCount> to set the number of retries that the Momentum Server can
perform in order to establish that a node is available.

6 Use the tag <active> to set the server status. There are two available values:

+ True - the Momentum server is ready to register a Momentum node of that type, in
this example, an FFmpeg transcoder.
+ False - the Momentum server ignores all of the possible node’s connection
attempts.
7 The tag <reconnectRetryCount> sets the number of times that the Momentum server
can try to establish whether a node is active and reachable after losing the connection.

8 The tag <reconnectTimeout> sets the delay between two consecutive connection
attempts if the <reconnectRetryCount> value is greater than 1.

Configuring Base Node Settings

To configure the base settings of a node XML section:

1 Navigate to the directory c: \Mantrics and open the file MantricsNode . xml using a
text editor.

2 Locate the section to configure identified by the appropriate section tag, for example:
<rhozet>:
<rhozet slotCount="xx">
<activesfalse</actives>
<server port="XXXX">127.0.0.1l</servers
<node port="XXXX">127.0.0.1l</node>
<pool />
<rhozetNode port="xxxxXx">0.0.0.0</rhozetNode>
<rhozetNode_ descr>Node Description</rhozetNode descrs>

</rhozet>
3 The attribute slotCount defines the number of slots available for processing tasks.

If the Momentum node is installed on a third party application, it is recommended to
set the same number of slots.

Note: The sbtCountvalue is a way of measuring the number of analogous
tasks that can be simultaneously started on a node. This value can
increase depending on the number of physical resources available.

4 Use the tag <active> to set the node status. There are two available values:

+ True: The Momentum node is active and, once started, is registered to the
Momentum server.

- False: The Momentum node is not active and does not try to connect to the
server.

5 Use the tag <server port> to define the port number used for communication
between Server and Node.

Enter the name or the IP address of the machine where the server is installed. By
default, the attributes port="XXXX" are the same in the corresponding sections of the
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configuration files MantricsServer.xml and MantricsNode . xml. If a change is
required, remember to modify both files in the same way.

6 Use the tag <node port> to define the port number used to communicate between

server and node. Enter the hostname or the IP address of the machine on which the
node is installed.

7 Use the tag <pool> to assign the node to a specific pool to balance processing.

Note: The pool value acts as a label to identify a subset or pool of nodes.
Setting the pool parameter of a workflow element to a chosen value
limits the server to selecting only the nodes with the same pool value in
order to perform the task initiated by the workflow element.

8 Use the tag <...Node_descr> (e.g., <rhozetNode_descr>) to define a descriptive label
for the node. This label enables Momentum to identify the specific node.

Using the Momentum Configuration Tools

To help configure the various Momentum features and any third party transcoders and
modaules, two dedicated applications are provided: the Momentum Server Configurator
and the Momentum Node Configurator. These applications remove the need to open and
manually edit the XML configuration files.

Using the Momentum Server Configurator
The Momentum Server Configurator populates the file Mantricsserver.xml. Start the
Momentum Server Configurator application as follows:

1 Navigate to the directory: c: \ProgramFiles\Mantrics S.r.L\Momentum Server.
2 Run the file MantricsServerconfig.exe.

The Server Configurator opens as follows:
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Server Configurator = | = -

Geneic |MXF_ | QC | Social | Transcoder | Utis | Wordlow |

Mist Server

Server generic configuration

Command Port (3000

APIUA ‘hﬂp //10.250.170.182:4242/api

Web Host

U hitp://10.250.170.183/Momentum

Fig. 2-7: Momentum Server Configurator

The panel includes the following tabs, corresponding to the main sections of the

MantricsServer

Alarms:

Generic:

MXF:

QC:

Social:

Transcoder:

Utils:

.xml file:

Use to configure the automatic alert system for workflow
elements and corresponds to the section <Alarms> of
MantricsServer.xml

Use to configure the section <Generic> of the file

MantricsServer.xml.

Use to configure the MXF feature parameters and corresponds to
the section <mxfc> of MantricsServer.xml.

Use to configure the settings of the quality check devices
supported by Momentum and corresponds to the section <qcc>
of MantricsServer.xml.

Use to configure the settings for publishing material to, or
removing material from the social media sites Facebook and
Twitter and corresponds to the section <scl> of
MantricsServer.xml.

Use to configure the settings of the transcoding engines
supported by Momentum and corresponds to the section
<Alarms> of MantricsServer.xml.

Use to configure the Thumbnail Generator and corresponds to
the section <usc> of MantricsServer.xml.
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« Workflow: Use to configure the settings of the workflow elements
implemented in the Momentum workflow page and corresponds
to the section <wfc> of MantricsServer.xml.

Each of these tabs, when active, shows one or more sub-tabs in the main area, for each
option available.
The main area is subdivided into two panels (Basic and Specific) as follows:

- Base: Enables you to configure the base settings of the corresponding
Server section. For further information about the base server
settings see section ‘Configuring the Basic Server Settings’ on
page 24.

- Specific: Enables you to configure the specific settings of the
corresponding Server section. For further information about the
specific settings of a Server section see Configuring Additional
Momentum Features.

Modifying the Server Settings

To modify the settings of a server section:
1 Select the appropriate tab and, if required, the appropriate sub-tab.
2 Modify the settings in the Base and/or Specific areas.
3 Click Close.

4 When prompted to save the new configuration, click the Yes button to save the
configuration changes to the modified file.

Using the Momentum Node Configurator
This application populates the file Mant ricsNode . xm1. Start the Momentum Node
Configurator application as follows:
1 Navigate to the directory: ¢: \Program Files\Mantrics S.r.L\Momentum Node.
2 Run the file MantricsNodeConfig. exe
The Momentum Node Configurator opens as follows:
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Fig. 2-8: Momentum Node Configurator

The panel includes the following tabs corresponding to the main sections of the file

MantricsNode.xml:

« MXF:

- QC:

- Social:

Transcoder:

- Utils:

Workflow:

Use to configure the MXF feature parameters and corresponds to
the section <MXFUtilsNodeConfig> of MantricsNode . xml.

Use to configure the settings of the quality check devices
supported by Momentum and corresponds to the section
<qcNodeConfig> of MantricsNode . xml.

Use to configure the settings for publishing material to or
removing material from the social media sites Facebook and
Twitter and corresponds to the section <socialNodeConfig> of

MantricsNode.xml.

Use to configure the settings of the transcoding engines
supported by Momentum and corresponds to the section
<transcoderNodeConfig> of Mant ricsNode . xml.

Use to configure the Thumbnail Generator and corresponds to
the section <utilsNodeConfig> of MantricsNode . xml.

Use to configure the settings of the workflow elements
implemented in the Momentum workflow page and corresponds
to the section <workflowNodeConfig> of Mant ricsNode . xml.

Each of these tabs, when active, shows one or more sub-tabs in the main area, for each

option available.

The main area is subdivided into two panels (Base and Specific) as follows:

- Base:

Enables you to edit the base settings of the corresponding Node
section. For further information about the base node settings, see
Configuring Base Node Settings, on page 25.
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- Specific: Enables you to edit the specific settings of the corresponding
Node section. For further information about the specific node
settings, see Chapter Configuring Additional Momentum Features.

Modifying the Node Settings

To modify the settings of a Node section:
1 Select the appropriate tab and, if required, the appropriate sub-tab.
2 Modify the settings in the Base and/or Specific areas.
3 Click Close.

4 When prompted to save the new configuration, click Yes to save the configuration
changes to the modified file.

Using the Database Update Tool

30

On occasion, the Momentum software may require an update to the structure of the
database to enable new features. To accomplish this task, use the Database Update Tool:
MDBVersionTool.exe.

Once started, the MDBVersionTool, connects automatically to the Oracle database server
using the parameters in the DBConfiguration.xm1 file.

Note: Do not run the MDBVersionTool on the Oracle DB server. The tool must
be run from the Momentum Application Server for it to run correctly.

& MDBYersionTool 5.0.0.0226

Test fiter Field Filter Custamer

[ = =l Apply Filter Select Fitered DBUser  [NEWBURYSOTEST

DB Sync
sl Status

Flegister Modily
(Develapment]

[ e <ot Tee

‘ sallest ‘ DB Sync.

Add Patch Apply and Register Al

Fig. 2-9: Database Update Tool - MDBVersionTool

The interface of the MDBVersionTool consists of one panel, containing the following items:
- DBUser field - reports the name of the connected user.

- Text filter, Field filter, Customer filter and Apply Filter buttons - a group of filters to
enable you to select specific subsets of patches from the patches list. The Text filter
works as an additional filter applied to a Field. The Customer filter displays only the
patches required for the installation of a specific customer. The button Apply filter
runs the query and applies the set filters to the patches list.
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« Patches list - the main area of the tool. For each patch, the following data items are
reported:

- ID - The ID which identifies each patch.

« descr - Provides a a short description of the patch function.

- date - Date that the patch was created.

- SQLType - The object/s on which the patch operates.

+ SQLText - The SQL string that the patch executes.

« user - The user that created the patch.

« customer - Specifies whether the patch is required for a specific customer.

« DB Sync Status - The color reports if the system requires the patch to be applied
(red) or has already been applied (green).

- DB Sync - Contains the button Apply & Register. This applies the patch and logs
this action so that you can track the status of the database.

+ Register modify (development) - Contains the button Register. Only used in the
development environment to register the patch log of an already applied patch.

« Add patch button - Used during development to add a new patch to the Patches list.

- Apply and Register All button - Applies all the patches marked with a red rectangle as
DB Sync Status, on a single Oracle installation, instead of applying them one by one. A
list of the patches is created and a progress bar shows the current installation status.

To apply the patch/es to a Momentum installation using the MDBVersionTool:
1 Start the MDBVersionTool application.

2 Apply the required patch/es individually by clicking the corresponding button Apply
& Register, or all at once by clicking the button Apply and Register All. When
applying each patch manually, start from the first patch marked by a red square,
directly above the last patch marked by a green square

Modifying the Security Properties of the Configuration Files

Momentum requires that its processes have free access to the configuration files. To avoid
any access problems, the Security Properties of each file can be modified as follows:

1 At the end of the configuration procedure, navigate to the folder c: \Mantrics.
2 Right click each of the files listed below and open the Properties panel:
¢« DBConfiguration
e FileBasicInfo
* MantricsConfig
¢ MantricsNode
¢ MantricsServer
¢ WatchFolderServerConfig
3 Select the Security tab.
4 From the Group or User names list, select Users.
5 Click Edit.
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6 From the Group or User name list, select Users.

7 Inthe Permission for Users section, select the Full Control Allow option.
8 Click OK and then OK again.

9 Repeat steps 2-8 for all the listed files.
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Overview

In Momentum, users, roles and associated permissions, and the scope of assigned roles can
be defined and modified in the Admin > Users page as shown below:

]
@ L Admin Catalog Workflow To Do Logger More . =% | administrator ~

Administrative tools

Available Selected

ame
administ.
Andrew ...
Bob
Guest

Guest ADMIN
Ingest Operator Ingest Administrator
SRF Momentum Administrator

Edit category J . | stevero...

Social
Virtual Keyboard

ISA Mappings

Clear || Reset

Fig. 3-10: Administration Page - User Set-up

Security is granted by a permission management system which controls user access
according to company policy. For example, a user may have permission to see a page on

the menu toolbar, to accept certain tasks in the workflow, or to edit metadata in the
Catalog.

It is recommended to assign Permissions to a role, and then assign roles to the users.

Different roles may have some permissions in common and a user can be assigned different
roles.
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Defining Users

Users are created and managed in the Admin > Users page. Using this page, you can create
a User, modify a user’s details, assign a role or roles to a user, or even remove a user from the
system.

Creating a User

To create a new user:
1 Click the Create user... button.

2 Inthe dialog, type the user name, full name, password and email address for the user as
shown in the example below:

Operator

Operator

richard.craven@s-a-m.com

Fig. 3-11: Adding a New User
3 Click Ok to save the new user.

Assigning Roles To A User

To assign a role or roles to a user:
1 Inthe Users list, select the user.

2 Inthe User roles list, select the role(s) in the Available pane that you want to assign to
the user and use the arrow buttons to move them into the Selected pane as shown in
Figure 3-12:

Permissions = Scopes

Select: Available Selected
CAN_ALWAYS_EDIT_TAGGING CAN_EDIT_MATERIALS
CAN_CHANGE_TASK_PRIORITY CAN_SEND_TO_WORKFLOW
CAN_CHANGE_TASK_STATUS HAS_CATALOG_PAGE
CAN_CHANGE_WFPAGES_PERMISSION HAS_TODO_PAGE
CAN_CREATE_TITLE
CAN_DELETE_MATERIALS
CAN_DELETE_OTHERS_MATERIALS
CAN_DELETE_OWN_ROLES_MATERIALS
CAN_DO_PARTIAL_RESTORE
CAN_DOWNLOAD PROXY
CAN_EDIT_AUDIO_DEFECTS
CAN_EDIT_BXF_ROUTES
CAN_EDIT_CUSTOMER_CATALOG

CAN FNIT METANATA MAGKS

Fig. 3-12: Assigning Permissions to a Role
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Use the arrow buttons to move the roles within the Selected pane. Optionally, in order
to remove all roles from the user, click the Clear button. To undo the settings created in
this session, click the Reset button.

3 Click the Save button to save the new settings.

Note: To create an Administrator user, assign the ADMIN role to the user.

Arrow Button Description

Move Role to the top of the list.

Move Role up one line in the list.

Move Role from the Available pane to the Selected pane.

Move Role from the Selected pane to the Available pane.

Move Role down one line in the list.

Move Role to the bottom of the list.

EEEEREBER

Changing User Details and Passwords

To change a user’s details or password:
1 In the users list, select the user.
2 Click Edit details ( . ) in the options area next to the user name as shown below:

administrakar | administrakor | supporb@...

3 Enter the new details or password and confirm it in the dialog, see Figure 3-13:
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operator's details

Confirm o
Email: operator@znellzroup.com

Save || Cancel

Fig. 3-13: Changing User Details or Password

4 Click Save to save your changes.

Deleting a User

To remove a user:
1 Inthe users list, select the user you want to remove.
2 Click Delete in the options area next to the user name as shown below:

administrakar | administrakor | supporb@...

3 Click OK to confirm deletion.

Sending Email to a User

You can send an email to any user with an email address using this page as follows:
1 In the options area next to the user name as shown below:

adrninistrakor | administrator | support@...

2 Click the Send Email button shown below:

3 Asend email window opens, prepopulated with the user’s email address.
4 Write the message and send the email as usual.

Importing Users from an LDAP Source

When setting up several users in Momentum, it is generally more efficient to import groups
of users from an LDAP source, for example, MS Windows Active Directory. Once imported,
you can add the users to Momentum as valid accounts for logging, using the password
rules and permissions established in the LDAP hierarchy.
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To import LDAP groups:
1 Open the Admin > Roles page.

2 Click Import LDAP Groups... in the Roles pane. The Import LDAP groups dialog opens,
see Figure 3-14:

Import LDAP groups

LDAP server IP: 10.10.1.1
Domain: \daptestdomain.com
User name: madministrator

Password:

Filter Groups:

Get groups

Fig. 3-14: Import LDAP Groups Dialog

3 Provide the following information in order to establish the connection to the LDAP

source:

- LDAP server IP: IP address of the target LDAP application server.

- Domain: Domain in use for the LDAP application. Enter the fully-
qualified domain name in this field (for example,
domain.com or subdomain.domain.com) to ensure that
your search will include the entire forest.

- User name: User name of a valid account for logging onto the LDAP
server.

- Password: Password of the account for logging onto the LDAP server.

« Filter Groups: Sets a value used to filter (include or exclude) the groups
imported.

4 Click the Get groups button. On first connection to the LDAP server, some of the above
information is stored in the configuration file
C:\Mantrics\AuthenticationConfig.xml, and is used for the successive
connections to LDAP, for example, to refresh the user list. No password is stored.

When Momentum establishes a connection with the LDAP server, two new panes are
displayed. On the left, the Remote groups pane reports the list of all existing groups,
or the list of the groups matching the Filter Groups parameter, if a value was entered in
this field. On the right, the Local roles pane lists all roles available in the Momentum
system.
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Import LDAP groups

10.10.1.1

Idaptestdomain

Ext: com

User name: madministrator

Password:

Filter Groups:

Remote groups Local roles
Schema Admins ADMIN
Enterprise Admins CUSTOMER
Domain Admins OPERATOR.
DnsAdmins SUPERVISOR.
SUPPORT
VISUALGQC
Cert Publishers

Fig. 3-15: Import LDAP Groups Pane Listing Groups

Select the group or groups you want to import from the LDAP list. You can make
multiple selections by holding down the [ Ctrl ] key.

Click the arrow button . , or drag and drop the selection on the Local roles pane, to
add the selected groups to the list of groups to import.

Click OK.
Momentum retrieves the data relating to the users in the selected groups and opens a

new pane showing all imported users, grouped as either Synced or Without Roles. If
necessary, you can remove any unneeded users from the list.
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Administrator ~ Administrator

krbtgt krbtgt

test Test test@mant. ..
madministr .. madministr ..  support@...
maxTestlls... maxTestls...

TestiDAPL... TestDAPL..

testo001 testo001

testR. testhocoo

Fig. 3-16: Import LDAP Synced Users

8 Click Ok to import the users and close the Synced users pane or click Cancel to close

the LDAP groups pane.

9 In the Users page, check that the newly imported users are available. You can now
associate roles, permissions and scopes with the new users as required.

Note: Itis not possible to change the password of a user imported from LDAP
in Momentum as the password is managed under Windows Active
Directory.

Synchronizing Deleted Users with the LDAP Source

When synchronizing with LDAP, as described in the previous section, if any current
Momentum users are not present in any of the Windows LDAP groups, you are given the
option to delete those users manually from Momentum.
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2 LDAP users are not more members of any group.
Remove them from DB?

Fig. 3-17: LDAP Sync - Notification of Users to Remove

When the pop-up shown in Figure 3-17 is displayed, click Yes to confirm that the user(s)
should be removed from the Momentum database.

A further screen is displayed, listing the users that can be deleted, see Figure 3-18.

Users to delete

Il Select all

B Test Test
B | markizauser2 markizauser2

Fig. 3-18: LDAP Sync - Summary of Users to Delete
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Select all users you want to remove from Momentum using the checkboxes, then click
Delete to remove them from the database. If you decide not to remove a user at this point,
click Cancel.

Defining Roles and Permissions

Roles and permissions are managed in the Admin > Roles page. Roles can be created or
removed and permissions can be assigned to each role by deciding which pages and
functions a role can access.

To access the Roles pages, click Roles in the left-hand menu of the Admin page. The Roles
page is displayed as follows:

@ en Admin Catalog Workflow To Do Logger More . = administrator -

Administrative tools
Users Permissions Scopes

C IMport LDAP Groups...
Roles ; 1588 Select: Available Selected

CAN_ALWAYS_EDIT_TAGGING CAN_EDIT_MATERTALS
CAN_CHANGE_TASK_PRIORTTY CAN_SEND_TO_WORKFLOW
Results config % CAN_CHANGE TASK_STATUS HAS_CATALOG_PAGE

Ingest Administrator ? CAN_CHANGE WFPAGES_PERMISSION HAS_TODO_PAGE
Ingest Operator

Metadata masks

Metadata

CAN_CREATE_TITLE
BXF Routes Momentum Administrator X CAN_DELETE_MATERIALS

Watch Folders = % CAN_DELETE_GTHERS_MATERIALS
CAN_DELETE_OWN_ROLES_MATERIALS
CAN_DO_PARTIAL_RESTORE

Edit category CAN_DOWNLOAD_PROXY

Custom lists

CAN_EDIT_AUDIO_DEFECTS
: CAN_EDIT_BXF_ROUTES
Virtual Keyboard CAN_EDIT_CUSTOMER_CATALOG
CAN_EDIT_METADATA_MASKS
CAN_EDIT_PROJECTS
CAN_EDIT_PUBLIC_DASHBOARD_VIEWS

ISA Mappings

CAN_EDIT_PUBLIC_QUERIES
CAN_EDIT_QC_DEFECTS_STATUS
CAN_EDIT_ROLES
CAN_EDIT_TRANSFER_REQUESTS
CAN_EDIT_USERS

Fig. 3-19: Administration Page - Role Set-up

Note: Role names are case-sensitive.

The following permissions are available to assign to roles:

Permission Description

CAN_ALWAYS_EDIT_TAGGING ?TBA

CAN_CHANGE_TASK_PRIORITY Allows the changing the priority of a task operating on
the workflow page.

CAN_CHANGE_TASK_STATUS Allows changing the status of a task using the related
buttons in the workflow page.
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Permission

Description

CAN_CHANGE_WFPAGES_PERMISSION

Allows the user to set and modify the roles that can
edit a workflow page.

CAN_CREATE_TITLE

Assigns the user access to the Actions > Create > Title
function in the Catalog page.

CAN_DELETE_MATERIALS

Deletes any kind of material from the catalog page.

CAN_DELETE_OTHERS_MATERIALS

Allows deletion of material created by other roles.

CAN_DELETE_OWN_ROLES_MATERIALS

Allows the user to delete material created by users of
the same role. The CAN_DELETE_MATERIAL permission
is required.

CAN_DO_PARTIAL_RESTORE

Allows the user to perform a partial restore (create
subclips) from the Diva Archive.

CAN_DOWNLOAD_PROXY

Allows the user to download proxies.

CAN_EDIT_AUDIO_DEFECTS

Allows the user to create and edit audio defects.

CAN_EDIT_BXF_ROUTES

Allows the user to edit BXF routes using the Admin
page.

CAN_EDIT_CUSTOMER_CATALOG

?TBA

CAN_EDIT_MATERIALS

Allows the user to edit material metadata values and
create timelines.

CAN_EDIT_METADATA_MASKS

Allows the user to create customized metadata masks
for the Catalog page and also edit the metadata which
appears in a result list.

CAN_EDIT_PROJECTS

Allows the user to create, edit, add and remove objects
for projects in the Catalog page.

CAN_EDIT_PUBLIC_DASHBOARD_VIEWS

Allows the user to create, edit, add and remove
different dashboard views.

CAN_EDIT_PUBLIC_QUERIES

Allows the user to create, edit and delete public
queries.

CAN_EDIT_QC_DEFECTS_STATUS

Changes the defect’s status from the VisualQC page.

CAN_EDIT_ROLES

Allows the creation and customization of roles on the
Admin page.

CAN_EDIT_TRANSFER_REQUESTS

Allows the user to delete transfer requests using the
Transfers page.

CAN_EDIT_USERS

Allows the creation and customization of users on the
Admin page.

CAN_EDIT_WF_ELEMENTS_DEFAULT

Allows editing of workflow elements.

CAN_EDIT_WORKFLOW

Allows editing actions in the workflow.

CAN_EXPORT_WORKFLOWS

Allows the use of the export feature on the Workflow
page.

CAN_HAVE_TASKS_NOTIFICATION

Assigns permission to receive notification of task status
from the workflow.
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Permission

Description

CAN_INGEST

?TBA

CAN_JUKE_ARCHIVE

Juke capabilities are being deprecated
Allows the archive feature on the Juke page.

Note: It is planned to deprecate the Juke functions
from Momentum version 5.1

CAN_JUKE_INGEST

Allows the ingest feature on the Juke page.

Note: It is planned to deprecate the Juke functions
from Momentum version 5.1

CAN_OMNEON_CONSOLIDATOR_ALL_ELEMENTS

Assigns permission to connect all workflow elements
to the Omneon Consolidator.

CAN_PERFORM_QC

?TBA

CAN_RELINK_MEDIA_ASSETS

?TBA

CAN_REMOVE_GATEWAY_MEDIA

Allows the user to instruct an XMLGateway Receiver
server to remove duplicate media files from the
Gateway Receiver Dashboard, if the Required Action
displays Remove Media. This function is only available
if the Gateway Receiver Dashboard is configured.

CAN_REMOVE_GATEWAY_MEDIA_IN_PROGRESS

Assigns permission to instruct an XMLGateway
Receiver server to remove unnecessary media files
from the Gateway Receiver Dashboard, if the Required
Action displays Upload Metadata. This function is only
available if the Gateway Receiver Dashboard is
configured.

CAN_REVIEW_HQ_ON_SDI

Provides the ability to review any media from the
Catalog on any SDI output by assigning permission to
switch viewing between proxy and HQ on SDI ! from
the Tracks menu of the Catalog Player.

The Tracks menu of the player(s) allows selection of
the options: View > Proxy or View > HQ on SDI.

CAN_SAVE_CURRENT_FRAME

Allows the user to save the current frame in the player.

CAN_SEARCH_EVERYTHING

?TBA

CAN_SEND_TO_WORKFLOW

Allows the use of the Send To feature in the Catalog
page.

CAN_SENDTO_ALL_ELEMENTS

Allows the use of the Send To feature to send material
to all elements, bypassing the role restriction.

CAN_SKIP_TASKS

Allows the user to skip a task at an element on the
Workflow page.

CAN_STOP_USERACTION_TASKS

Allows the user to stop tasks that are in waiting or
processing statuses on User Action elements.

CAN_UPLOAD_PAMEVS_FILE

?TBA

CAN_VIEW_EXPIRED_TRANSFERS

Allows the user to visualize the expired transfer
requests in the Transfers page.
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Permission Description
CAN_VIEW_HQ ?TBA
CAN_VIEW_INGEST_WORKFLOWS ?TBA
CAN_VIEW_NON_INGEST_WORKFLOWS ?TBA
CAN_VIEW_PATH ?TBA

CAN_VIEW_PROXY_IN_MATERIAL_TREE

Allows access to proxy files when available in the
Catalog Material Tree.

HAS_ABOUT_PAGE

Allows access to the About page.

HAS_ADMIN_PAGE

Allows access to the Admin page.

HAS_COCKPIT_PAGE

Not used

HAS_CATALOG_PAGE

Allows access to the Catalog page.

HAS_CUSTOMER_CATALOG_PAGE

Not used

HAS_DASHBOARD_PAGE

Allows access to the Dashboard page.

HAS_EDITING_PAGE

Allows access to the Editing page.

HAS_GATEWAY_DASHBOARD

Allows access to the Gateway Receiver Dashboard
page.

HAS_INGEST_PAGE

Not used

HAS_LOGGER_PAGE

Allows access to the Logger page.

HAS_LOGS_PAGE

Allows access to the Logs page.

HAS_SCHEDULES_PAGE

Allows access to the Schedules page, which enables
the user to import schedules into Momentum.

HAS_SERVICES_PAGE

Allows access to the Services page.

HAS_STATS_PAGE

Allows access to the Stats page.

HAS_TODO_PAGE

Allows access to the To Do page.

HAS_TRANSFERS_PAGE

Allows access to the Transfers page.

HAS_VISUALQC_PAGE ?TBA
HAS_VKEDITOR_PAGE ?TBA
HAS_VTR_PAGE ?TBA

HAS_WORKFLOW_PAGE

Allows access to the Workflow page.

1.HQ on SDI - High Quality on Serial Digital Interface.

To find a permission, select it from the Available list on the right-hand side of the page.

Creating a Role

To create a new role:

1 Click the Create role... button.

2 Inthe dialog that opens, enter the role name as shown in the example below:
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Create role...

Fig. 3-20: Adding a Role
3 Click the Ok button.

Assigning Permissions to a Role

To assign permissions to a role:
1 In the roles list, select the role for which you want to modify the permissions.

2 Inthe permission list, select the required permissions in the Available pane and use
the arrow buttons to move them into the Selected pane.

Available Selected
CAN_EDLT_MATERIALS

CAN_EDIT_METADATA_MASKS
CAN_EDIT_PROJECTS
CAN_EDIT_PUBLIC_QUERIES
CAN_EDIT_QC_DEFECTS_STATUS
CAN_EDIT_ROLES
CAN_EDIT_USERS
CAN_EDIT_WF_ELEMENTS_DEFAULT
CAN_EDIT_WORKFLOW
CAN_EXPORT_WORKFLOWS
CAN_INGEST

CAN_PERFORM_QC
CAN_RELINK_MEDIA_ASSETS
CAN_SEARCH_EVERYTHING
CAN_SEND_TO_WORKFLOW
CAN_SENDTO_ALL_ELEMENTS
CAN_SKIP_TASKS
CAN_STOP_LISERACTION_TASKS

CAN_ALWAYS_EDIT_TAGGING
CAN_EDIT_CUSTOMER_CATALOG
CAN_IUKE_ARCHIVE
CAN_IUKE_INGEST
HAS_COCKPIT_PAGE
HAS_INGEST_PAGE
HAS_PLANNER_PAGE
HAS_TRANSFERS_PAGE
HAS_VISUALQC_PAGE
HAS_VKEDITOR_PAGE
HAS_VTR_PAGE

Fig. 3-21: Assigning Permissions to a Role

Use the arrow buttons to move the permissions up or down the Selected pane.
Optionally, in order to remove all permissions from the role, click the Clear button. To
undo the settings created in this session, click the Reset button.

3 Click the Save button to save your changes.

Removing a Role

To remove arole:
1 Inthe roles list, select the role you want to remove.

ADMIN

2 Inthe options area next to the role name click the Delete button shown below:
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3 Click Yes to confirm that you want to delete the role.

Defining the Scope of a Role

The ability to associate users, roles and permissions enables you to create certain
boundaries that can customize the experience and the tools available to specific users or
groups of users. This can make certain pages visible or editable and allow specific users to
perform some high-level actions such as ingesting or deleting materials.

Occasionally, a more detailed type of condition is useful. For example, an operator can edit
all the materials ingested but when managing a large amount of material every day, it
might be useful if only the materials ingested that same day are available on the pages
used and the material from previous days is hidden.

You can define this level of detail using Scopes:

Scope : TEST RDFC

Search

Name uer : _Title v || ¢ __
TEST RDFC Core.Title contains ™ b

5C49...
5C49...
5C49...

5C49... !
5C49... ‘
craa

Displaying 1 - 57 of !

Fig. 3-22: Scopes Page
Creating a New Scope

Scopes are created by clicking the Create scope... button in the Scopes tab of the Admin >
Roles page. The Create scope dialog appears as follows:
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Create scope...

0Ok Cancel

Fig. 3-23: Creating a Scope

Enter a new name to identify the scope in the scopes list, then click Ok to save the new
scope.

The Search tool enables you to define filter criteria to apply to the scope as shown in the
example below:

on [l o E Calendar for Date
- Selection

- Expression Evaluation
Drop-down Menu

Fig. 3-24: Defining Filter Criteria in the Scope Search Tool

Click the expression evaluation drop-down (see Figure 3-24) to display the options menu
for the matching expression.

Fig. 3-25: Expression Evaluation Advanced Options

For more information on the buttons in the Scope Search panel, see the Momentum
Operator’s Guide.

After defining all required conditions, click Save... to save a search of the criteria so that it
can be applied to additional scopes and searches in the future.

For example, to create a scope to limit the available material only to that which was
ingested the same day, do the following:

1 Click the Create scope button.

Select the Ingest date option from the drop-down list for he first search field.
Leave the date condition field set to on.

Open the calendar and click the Today button.

v b W N

Click Search. The Query column of the scope is updated with the new search criteria,
see Figure 3-26.
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Scope : RFCSoopel
Search

Ingest date

B ROFCScopel media_creation_date = ‘today’

Defined Search Criteria Saved to
Scope Query

Fig. 3-26: Saving Search Criteria to Scope

Assigning a Scope to a Role

Assign a scope to a role as follows:
1 Select a role from the Roles list.

ADMIN

OPERATOR x media_creation_date = 'today’
RC_TEST_ROLE

SUPERVISOR

SUPPORT

VISUALQC

w*| Nodatatod

Fig. 3-27: Assigning Scopes

2 Select one or more scopes in the Scopes list by selecting the corresponding
checkboxes.

Now the scope is active for the selected role and is assigned together with the role. In
the example above, if a user with the role OPERATOR opens the Catalog page and starts
to query the materials, the result of the query will only show materials ingested that
day.
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Deleting a Scope

To delete a scope:
1 Select a scope from the Scopes list.
2 Click the Delete icon E .

3 Click Yes to confirm the deletion or No to cancel.

Delete scope x

- Are you sure you want to delete Today?

Fig. 3-28: Deleting a Scope
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Configuring the Archive Workflow Elements

The Archive workflow elements enable you to archive, delete and partially or fully restore
material using archiving solutions from either Masstech, Oracle or StorNext. The following
Archive elements are available:

« Masstech FlashNet media object archiving solution elements:
« Flashnet Archive
+ Flashnet Delete
« Flashnet Partial Restore
+ Flashnet Restore
« Oracle Diva archiving solution elements:
« Diva Archive
« Diva Delete
- Diva Partial Restore
+ Diva Restore
« StorNext archiving solution elements:
« StorNext Archive
» StorNext Restore

The configuration details for these archiving workflow elements are provided in the
following sections.

Archiving to a Masstech Flashnet System

The Masstech FlashNet workflow elements enable Momentum to integrate with SGL's
FlashNet Media Archive Content Management solution by way of the FlashNet XML API

The following workflow elements are available to manage archiving to a Masstech Flashnet
archive repository:

« Flashnet Archive

+ Flashnet Delete

+ Flashnet Partial Restore
« Flashnet Restore
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Archiving Material to a Flashnet Archive

Flashnet Archive

Fig. 4-29: Flashnet Archive Workflow Element

The Archive element initiates a media archive process on a FlashNet cluster. This process
transfers data from a network-attached source server to a storage medium within the
control of the FlashNet cluster.

Element Settings Configuration

The Flashnet Archive element has the following settings:

Flashnet Archive : Flashnet Archive*

Settings W EL S Flashnet Archive

Tasks Color:
Statistics Label:

Volume Group:

Switch new instance: [l

Pool:

Save || Cancel

Fig. 4-30: Flashnet Archive Element Configuration Fields

Option Description

Name Sets a label for the element.

Color Enables you to select a color to identify the element easily on the
Dashboard page. Black is equivalent to no color.

Label The label associated with the archived instance.

Volume Group Defines the target set of tapes or disks to be used for the archive

operation, for example: RAID%

Switch new instance When selected (true), this option activates the newly created
Instance and propagates the new Instance to the next step in the
workflow. The default setting is false (unselected).

Pool Sets the name of a pool associated with the element to balance the
processing load.

52



Momentum
Configuration Guide

Configuration Files

The tag <flashnetarchive> contains the configuration for this application.

MantricsServer.xml Configuration

<flashnetarchive>
<server port="8708">10.250.170.183</server>
<policys>Weighted</policy>
<retryCount>3</retryCount>
<actives>false</actives>
<reconnectRetryCount>1</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout >

</flashnetarchives>

MantricsNode.xml Configuration

The recommended port settings for this element are as follows:

Flashnet Element Server Port | Node Port
Flashnet Archive 8708 8709

<flashnetarchive slotCount="4">
<activesfalse</actives>
<server port="8708">10.250.170.183</server>
<node port="8709">10.250.170.183</node>
<pool/>
<flashnetip>172.31.7.13</flashnetip>
<flashnetport>8199</flashnetports>
<apiVersion>2018.001.006</apiVersion>
<userName>Mike</userName>

</flashnetarchive>

The FlashNet specific XML tags have the following functions:

Tag Description

flashnetip Sets the IP address of the FlashNet server.

flashnetport Sets the TCP socket number to the Flashnet cluster.
apiVersion Identifies the revision of the FlashNet XML API to which the

calling application has been written. Set to the revision
number of your client package. This is generally used for
support purposes and troubleshooting.

userName Name of the operator making the call. It is recommended to
supply a user-friendly name for the job as it is displayed in
the job list, especially if multiple users communicate with
the archive.
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Deleting Material from a Flashnet Archive

The Flashnet Delete element removes the target material from the Flashnet Archive.

Flashnet Delete

Fig. 4-31: Flashnet Delete Workflow Element

Element Settings Configuration

This element has the following settings:

Flashnet Delete : Flashnet Delete

Settings [\ lyToHl Flashnet Delete
Tasks Color: - v
Statistics roo: |

Fig. 4-32: Flashnet Delete Element Configuration Fields

Option Description
Name Sets a label for the element.
Color Enables you to select a color to identify the element easily on the

Dashboard page. Black is equivalent to no color.

Pool Sets the name of a pool associated with the element to balance the

processing load.

Configuration Files

The tag <flashnetdelete> contains the configuration for this application.

MantricsServer.xml Configuration

<flashnetdelete>
<server port="8710">10.250.170.183</server>
<policy>Weighted</policy>
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<retryCount>3</retryCount>

<activesfalse</actives>

<reconnectRetryCount>1l</reconnectRetryCount>

<reconnectTimeout>0</reconnectTimeout>
</flashnetdelete>

MantricsNode.xml Configuration

The recommended port settings for this element are as follows:

Flashnet Element Server Port | Node Port
Flashnet Delete 8710 8711

<flashnetdelete slotCount="4">
<active>false</active>
<server port="8710">10.250.170.183</server>
<node port="8711">10.250.170.183</node>
<pool/>
<flashnetip>172.31.7.13</flashnetip>
<flashnetport>8199</flashnetports>
<apiVersion>2018.001.006</apiVersion>
<userName>Mike</userName>

</flashnetdelete>

For more information on the FlashNet specific XML tags, see Configuration Files, on page 53.

Partial Restore from a Flashnet Archive

Use the Partial Restore element if the file to be restored is very large, and you only want to
retrieve part of the file.

A partial file-restore is typically implemented as a frame offset, where the start and end
values are defined by the start and end frames required. For MXF In order for this to
function for MXF files, the content being archived must comply with the standard SMPTE
378.

The Partial Restore element passes start-frame and end-frame values to Flashnet. If the start
timecode of the clip is greater than zero, subtract the start timecode of the clip from the
start frame and end frame.

Flashnet Partial Restore

Fig. 4-33: Flashnet Partial Restore Workflow Element

55



Configuring the Archive Elements
Element Settings Configuration

Element Settings Configuration

This element has the following settings:

Flashnet Partial Restore : Flashnet Partial Restore X

Color: - v
oot |

Settings
Tasks

Statistics

Cancel

Fig. 4-34: Flashnet Partial Restore Element Configuration Fields

Option Description

Name Sets a label for the element.

Color Enables you to select a color to identify the element easily on the
Dashboard page. Black is equivalent to no color.

Label The label associated with the archived instance.

Partial Restore Path

Defines the path to which the partial restore media file(s) will be
saved.

A partial restore returns from archive only part of the media in your
sequence, based on in and out timecodes, helping to reduce
retrieval times.

Switch new instance

When selected (true), this option activates the newly created
Instance and propagates the new Instance to the next step in the
workflow. The default setting is false (unselected).

Pool

Sets the name of a pool associated with the element to balance the
processing load.

Configuration Files
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The tag <flashnetpartialrestore> contains the configuration for this application.

MantricsServer.xml Configuration

<flashnetpartialrestore>
<server port="8712">10.250.170.183</server>
<policy>Weighted</policy>
<retryCount>3</retryCount>
<active>false</actives
<reconnectRetryCount>1l</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout>

</flashnetpartialrestore>
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MantricsNode.xml Configuration

The recommended port settings for this element are as follows:

Flashnet Element Server Port | Node Port
Flashnet Partial Restore | 8712 8713

<flashnetpartialrestore slotCount="4">
<activesfalse</actives>
<server port="8712">10.250.170.183</server>
<node port="8713">10.250.170.183</node>
<pool/>
<flashnetip>172.31.7.13</flashnetip>
<flashnetport>8199</flashnetports>
<apiVersion>2018.001.006</apiVersion>
<userName>Mike</userName>

</flashnetpartialrestores

For more information on the FlashNet specific XML tags, see Configuration Files, on page 53

Restoring Material from a Flashnet Archive

The Flashnet Restore element initiates a restore process on a FlashNet cluster. This process
transfers data from a storage medium within the control of the FlashNet cluster to a target
network-attached server.

Flashnet Restore

Fig. 4-35: Flashnet Restore Workflow Element

The settings for the Flashnet Restore element are as follows:

Flashnet Restore : Flashnet Restore

Settings L\ EIN A Flashnet Restore

Tasks Color: - v
Statistics Label:

Restore Path:

Switch new instance: [l

Pool:

Fig. 4-36: Flashnet Restore Element Configuration Fields
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This element has the following settings:

Option Description

Name Sets a label for the element.

Color Enables you to select a color to identify the element easily on the
Dashboard page. Black is equivalent to no color.

Label The label associated with the archived instance.

Restore Path Defines the fully-qualified path to which the restored media will be

saved. If not specified, media is restored to the original location
from which it was archived.
A full restore returns from archive all of the media in your sequence.

Switch New Instance When selected (true), this option activates the newly created
Instance and propagates the new Instance to the next step in the
workflow. The default setting is false (unselected).

Pool Sets the name of a pool associated with the element to balance the
processing load.

Configuration Files

The tag <flashnetrestore> contains the configuration for this application.

MantricsServer.xml Configuration

<flashnetrestore>
<server port="8714">10.250.170.183</server>
<policys>Weighted</policy>
<retryCount>3</retryCount>
<active>false</actives
<reconnectRetryCount>1</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout >

</flashnetrestore>

MantricsNode.xml Configuration

The recommended port settings for this element are as follows:

Flashnet Element Server Port | Node Port
Flashnet Restore 8714 8715

<flashnetrestore slotCount="4">
<actives>false</actives
<server port="8714">10.250.170.183</server>
<node port="8715">10.250.170.183</node>
<pool/>
<flashnetip>172.31.7.13</flashnetip>
<flashnetport>8199</flashnetport>
<apiVersion>2018.001.006</apiVersion>
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<userName>User</userName>
</flashnetrestore>

For more information on the FlashNet specific XML tags, see Configuration Files, on page 53

Archiving to an Oracle DivArchive System

Overview of the Oracle DivArchive System

Momentum is designed to integrate with an Oracle DivArchive' digital archive solution for
the archiving of digital media assets and assistance in providing material for production

workflows.
CONTROLLING DIGITIZED CONTENT SOURCES/DESTINATIONS MONITORING
APPLICATIONS
o O “e—
=
Je—x\ — = 0
AUTOMATION/TRAFFIC STAN%?E&SEOESOLS + I SNMP MANAGER

| |

| |

| |

| |

| |

| |
F——]—=1==X
| MANAGER/ ACTOR(S) ACTOR/ |
[—\ | BACKUP MANAGER TRANSCODER(S) |
| |
| |
| |
| |
| |
|

DIVArchive CONTROL

GUI

Momentum Media
Asset Management I

—\

Morpheus Playout !
Automation

MANAGED STORAGE RESOURCES

Fig. 4-37: Overview of a Typical DivArchive System

The Oracle DIVArchive solution has interfaces to broadcast and post-production devices; it
understands how content is organized on the device, and stores all files belonging to this
content as a single object. The DivArchive system supports the storage and management of

1.Formerly known as Front Porch Digital DIVA and acquired by Oracle in September 2014.
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several instances of the same object, for example, it can store and track one instance on
disk, one instance on tape within a robotic tape library, and one instance on tape stored on

an external shelf.

The DIVArchive solution consists of, and uses, a number of related DIVA products.

The following are the most relevant to a Momentum Installation:

- DIVArchive Manager:

- DIVArchive Partial File Restore:

« DIVArchive Application Filter:

« DIVAnet:

- DIVAdirector:

Manages the overall archive solution. It also hosts
the archive system database. Typically runs on
dedicated hardware.

Allows restoration of a segment of a piece of content
that is managed by the DIVArchive. This is specified
by an in timecode and an out timecode and is more
efficient than restoring a full media asset when only
a short clip is required.

Limits access to DIVArchive managed content by
third-party systems based on user permissions.

Facilitates a direct connection between separate
DIVArchive Systems and automatically replicates
content from one site to the other, typically for
disaster recovery (DR) purposes.

Asset Management System that provides direct
interfaces into edit systems and provides some
workflow management and search with low
resolution proxy viewing, thumbnails and metadata
management. This module also allows file upload
with time-code based logging and tagging.

The interface with a Diva archive system is managed using the following workflow

elements:

« Diva Archive used to archive material to Diva.

- Diva Delete used to remove a material asset from the Diva archive.

- Diva Restore used to restore a new instance of a material asset from the Diva archive.

- Diva Partial Restore used to restore a segment of a material asset from the Diva archive,
while maintaining a link with the source asset.

Configuring the Diva Workflow Elements
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Momentum provides four workflow elements (Archive, Delete, Restore and Partial Restore)
to integrate workflows with the DivArchive archiving system. These elements are available
from the Workflow page in the elements folder: Archive > Oracle, see Figure 4-38.
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B & Oracle

. B Diva Archive

B biva Delete - Oracle Diva Archive
.. Diva Partial Restore Workflow Elements

| ' H Diva Restore
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= Automation

I Feature Extraction
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I Quality Control

= Saript

& Transcoding

= User

Fig. 4-38: Diva Archive Workflow Elements

The location of the DIVArchive Manager is configured for each of these archiving elements
in the configuration files: MantricsServer.xml and MantricsNode . xml.

In addition, the configuration file Diva.xml contains a list of the Diva error codes together
with their associated error descriptions. The file MantricsNode . xm1 defines the default
communication port between Momentum and the DIVArchive system as port 9763.

Archiving Material to a DivArchive

The Diva Archive workflow element enables a workflow to push content, currently
managed by Momentum, into the archive repository managed by a DIVArchive Manager.

Diva Archive

ok (])
failed O

Fig. 4-39: Diva Archive Workflow Element

The Diva Archive workflow element has the following settings:
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Diva Archive : Diva Archive*

Settings
Tasks

Statistics

[\=LH Diva Archive

< |
%

Color:

[ELE R SOCIALMEDIA

|!
]

Category: INE=S

<

Source:

Media:

3

<

QoS:

Switch new instance: Il

Comments:

Options:

Object Name: NI N)]

Proxy Output Dir: (8125

Pool:

Save || Cancel

Fig. 4-40: Diva Archive Element Configuration Fields

Option

Description

Name

Sets a label for the element.

Color

Enables you to select a color to identify the element easily on the
Dashboard page. Black is equivalent to no color.

Label

Sets the label for the instance. Available values from the
configuration file InstanceLabelConfig.xml are included in
the drop-down list.

Category

Sets the Category value used by Diva when archiving the current
object.

Source

Enables you to select a profile that describes the characteristics
of the source of the assets to be archived (e.g. FTP, CIFS, Disk, etc.)
from a list of existing Diva profiles.

Media

Enables you to set (by selecting from a list of available Diva
Media profiles) the type of device used to store the material in
the Diva archive. This drop-down also lists the selectable Storage
Plans created in the Diva interface.

QoS

Sets the quality level to assign to the archived material.

Switch new instance

When enabled, activates the newly created Instance and
propagates the new Instance to the next step of the workflow.
The default setting is False (unchecked).

Comments

Sets comments linked to the material.

Options

Enables you to specify parameters needed to manage the
material correctly (for example, the credentials used to access an
FTP site) if that information is not present in the selected Source
profile.
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Option Description

Object Name Metadata field used to identify the archived material. When this
parameter is not specified, the {MATERIALID} is used by default.
The Diva Restore and Diva Delete workflow elements both use
the value from the Object Name when calling the DivArchive API.

Proxy Output Dir Defines the target folder into which the MP4 proxy file is copied.
The Diva Archive element will then assign a proxy to the new
instance, based on the copied file.

Pool Sets the name of a pool associated with the element to balance
the processing load.

A Divalnstance metadata category and schema, is linked to the Divalnstance type
definition. The Diva Archive element does not delete the source Momentum Instance,
rather it creates a new Divalnstance as output, which includes the Diva metadata in
addition to the base, inherited metadata.

Configuration Files

To use a Diva archiving system with Momentum, you will need to add the details to the
configuration files MantricsServer.xml and MantricsNode . xml. The basic Diva
configuration follows the same rules and guidelines as the Momentum Farm (see
Configuring the Momentum Farm, on page 22).

The tags <divaarchive>, <divarestore>, <divapartialrestore> and <divadelete> in the
configuration file Mantricsserver.xml contain the server-side configuration for this
application. In addition, the configuration file Mant ricsNode . xml contains the
configuration of the Diva node(s). Replace the default address of the tag <ipdiva> in
MantricsNode.xml with the IP address of the Diva server.

.If this is not the current port in use, modify this value accordingly.

For example:

<ipdivashttp://xxx.xxX.XxX.xxx:9763</ipdivas>

Note: Thefile ¢:\Mantrics\DivaConfig.xml stores the status code
messages of the Diva system and does not contain parameters for the
configuration of the service.

MantricsServer.xml Configuration

<divaarchives>
<server port="9763">10.250.170.183</server>
<policy>Weighted</policy>
<retryCount>3</retryCount>
<active>false</actives
<reconnectRetryCount>1</reconnectRetryC0unt>
<reconnectTimeout>0</reconnectTimeout >

</divaarchives>

The port 9763 is the default port used by the Diva application.
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MantricsNode.xml Configuration

<divaarchive slotCount="2">
<actives>false</actives>
<server port="9763">10.250.170.183</server>
<node port="8179">10.250.170.183</node>
<pool/>
<ipdivashttp://172.19.77.80:9763</ipdiva>
</divaarchives>

Deleting Material from a DivArchive

The Diva Delete workflow element enables a workflow to delete content, that Momentum
is aware of, from the DIVArchive repository managed by a DIVArchive Manager. This action
permanently deletes the physical material from the archive.

Diva Delete

Fig. 4-41: Diva Delete Workflow Element

The Diva Delete workflow element has the following settings:

‘ Diva Delete : Diva Delete X

Settings Name:
Tasks Color: - v

Statistics

Cancel

Fig. 4-42: Diva Archive Element Configuration Fields

Option Description

Name Sets a label for the element.

Color Enables you to select a color to identify the element easily on the
Dashboard page. Black is equivalent to no color.

The Diva Delete workflow element calls an APl function to delete an object entry in the Diva
Archive system, based on the metadata information of the MEDIA-ASSET material
processed by the element.

This workflow element deletes the specified content only from the Diva archive; it does not
remove content from the Momentum database. To delete content from both Diva and
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Momentum, connect a Material Deletion workflow element after the Diva Delete
element and activate the option Ignore file deletion error.

Configuration Files

The tag <divadelete> contains the configuration for this application.

MantricsServer.xml Configuration

<divadeletes>
<server port="8196">10.250.170.183</server>
<policy>Weighted</policy>
<retryCount>3</retryCount>
<active>false</actives
<reconnectRetryCount>1l</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout >

</divadelete>

MantricsNode.xml Configuration

<divadelete slotCount="2">
<activesfalse</actives>
<server port="8196">10.250.170.183</server>
<node port="8197">10.250.170.183</node>
<pool/>
<ipdivashttp://172.19.77.80:9763</ipdiva>
</divadelete>

Partial Restoration of Material from a DivArchive

The Diva Partial Restore workflow element enables a workflow to instruct the DIVArchive
Manger to restore a key segment of an entire asset contained in the DIVArchive repository.
It uses the partial restore capability provided by the DIVArchive Partial File Restore. The in
and out points for the partial restore can be determined by markers logged against the
material.

Diva Restore

Fig. 4-43: Diva Partial Restore Workflow Element

The Diva Partial Restore workflow element has the following settings:
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Diva Partial Restore : Diva Partial Restore* X

Settings [NEWNCHN Diva Partial Restor
Statistics i) X

RES TR \\10.250.170. 163\import\FileMatch\

cos: R

Save || Cancel

Fig. 4-44: Diva Partial Restore Element Configuration Fields

Option Description
Name Sets a label for the element.
Color Enables you to select a color to identify the element easily on the

Dashboard page. Black is equivalent to no color.

Label Sets the label for the instance. Available values from the
configuration file InstanceLabelConfig.xml are included in
the drop-down list.

Restore Path Sets the target directory for the restored file.

Destination Enables you to select a profile describing the characteristics of
the destination of the restored material (for example, path, type,
etc.) from a list of existing Diva profiles.

Schema Sets the metadata schema to be applied to the new Title.

QoS Sets the quality level that the Diva system assigns to the material
while restoring.

Options Enables you to specify parameters needed to manage the
material correctly (for example, the credentials used to access an
FTP site) if that information is not present in the selected Source
profile.

Pool Sets the name of a pool associated with the element to balance
the processing load.

As Diva Partial Restore is a start element, it does not require an in-port. When the requested
segment is retrieved from the Diva archive, a new Title and Media Asset are generated and
then propagated to the next steps of the workflow.

66



Momentum
Configuration Guide

Configuration Files

The tag <divapartialrestore> contains the configuration for this application.

MantricsServer.xml Configuration

<divapartialrestore>
<server port="8208">10.250.170.183</server>
<policy>Weighted</policy>
<retryCount>3</retryCount>
<actives>false</actives
<reconnectRetryCount>1l</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout >

</divapartialrestores

MantricsNode.xml Configuration

<divapartialrestore slotCount="2">
<activesfalse</actives>
<server port="8208">10.250.170.183</server>
<node port="8209">10.250.170.183</node>
<pool/>
<ipdivashttp://172.19.77.80:9763</ipdiva>
</divapartialrestores

Restoring Material from a DivArchive

The Diva Restore workflow element enables a workflow to instruct the DIVArchive
Manager to restore an entire asset from the archive repository.

ok O

mnmié>

Fig. 4-45: Diva Restore Workflow Element
The Diva Restore workflow element has the following settings:
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Diva Restore : Diva Restore®

Settings
Tasks

Statistics

x

ESTIERETH \110.250. 170.163\import\

os: I

Switch new instance: [ll

Save | Cancel

Fig. 4-46: Diva Restore Element Configuration Fields

Option

Description

Name

Sets a label for the element.

Color

Enables you to select a color to identify the element easily on the
Dashboard page. Black is equivalent to no color.

Label

Sets the label for the instance. Available values from the
configuration file InstancelLabelConfig.xml are included in
the drop-down list.

Restore Path

Sets the target directory for the restored file.

Destination

Enables you to select a profile describing the characteristics of the
destination of the restored material (for example, path, type, etc.)
from a list of existing Diva profiles.

QoS

Sets the quality level that the Diva system assigns to the material
while restoring.

Options

Enables you to specify parameters needed to manage the
material correctly (for example, the credentials used to access an
FTP site) if that information is not present in the selected Source
profile.

Switch New Instance

When enabled, activates the newly created Instance and
propagates the new Instance to the next step of the workflow.
The default setting is False (unchecked).

Pool

Sets the name of a pool associated with the element to balance
the processing load.
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Configuration Files

The tag <divarestore> contains the configuration for this application.

MantricsServer.xml Configuration

<divarestore>
<server port="8194">10.250.170.183</server>
<policys>Weighted</policy>
<retryCount>3</retryCount>
<actives>false</actives>
<reconnectRetryCount>1</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout >

</divarestore>

MantricsNode.xml Configuration

<divarestore slotCount="2">
<activesfalse</actives>
<server port="8194">10.250.170.183</server>
<node port="8195">10.250.170.183</node>
<pool/>
<ipdivashttp://172.19.77.80:9763</ipdiva>
</divarestore>

Archiving to a Quantum Stornext System

The two StorNext elements enable you to create workflows that archive media to a Stornext
archive or restore media from a Stornext archive .

An archive workflow can be used to place HR media into the deep archive while
maintaining a proxy copy on SAN storage.

A restore workflow can be used to search and preview proxies in the Catalog page and if
there is a Archived flag in metadata choose to implement a restore action manually.

Archiving Material to a StorNext Archive

StorNext Archive Element

Fig. 4-47: StorNext Archive Workflow Element

The StorNext Archive workflow element has the following settings:
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StorNext Archive Element : StorNext Archive Element

Settings (\Ely oWl StorNext Archive Element
e Color:

Statistics BaseUrl:

SanPath:

UseHttps: | |

UseAuthentication: [l

Username:

Password:

Pool:

Fig. 4-48: StorNext Archive Element Configuration Fields

Option Description

Name Sets a label for the element.

Color Enables you to select a color to identify the element easily on the
Dashboard page. Black is equivalent to no color.

BaseUrl Defines the base URL for the StorNext web services address, in
the form:
<Protocol>://<Server>/sws/v2/
Where:
<Protocol> is http or https
<Server> is the IP address of the StorNext server.
For example: http://192.168.1.214:81/sws/v2/

SanPath Defines the path of the StorNext folder to which files will be
archived.
For example: /SAN/toTape/

UseHttps Select this option if the StorNext web services are configured to

use HTTPS.

UseAuthentication

Select this option if authentication is required to access the
StorNext web services.

Username The username for authentication by StorNext web services.
Password The password for authentication by StorNext web services.
Pool Sets the name of a pool associated with the element to balance

the processing load.

Restoring Material from a StorNext Archive
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The StorNext Restore Element workflow element enables you to restore material from a
StorNext archive. You can use this element to confirm that material is available in the
StorNext archive and if required, trigger a restore action. It resides in the SAM folder of the
Automation group of elements.

A StorNext archive system may include a primary storage disk system for immediate data
access and a secondary LTO tape archive. The StorNext Restore element can restore data
immediately from disk storage but must wait for the StorNext controller to restore material
from tape before the element can start a restore to the Momentum environment.

Note: Totransferfiles to a StorNext archive use the Momentum Copy workflow
element.

StorNext Restore Element

Fig. 4-49: StorNext Archive Workflow Element

This element has the following settings:

StorNext Restore Element : StorNext Restore Element
Settings \ETUTHN toriext Restore Element

Tasks Color:

Statistics BaseUrl:

SanPath:

UseHitps: Il

UseAuthentication: [l

Username:

Password:

Version:

Pool:

Fig. 4-50: StorNext Restore Element Configuration Fields

Option Description

Name Sets a label for the element.

Color Enables you to select a color to identify the element easily on the
Dashboard page. Black is equivalent to no color.
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Option

Description

BaseUrl

The base URL for the StorNext web services address, in the form:
<Protocol>://<Server>/sws/v2/

Where:

<Protocol> is http or https

<Server> is the IP address of the StorNext server.

For example: http://192.168.1.214:81/sws/v2/

SanPath

The path of the StorNext folder from which files will be restored.
For example: /SAN/toTape/

UseHttps

Select this option if the StorNext web services are configured to use
HTTPS.

UseAuthentication

Select this option if authentication is required to access the
StorNext web services.

Username The username for authentication by StorNext web services.
Password The password for authentication by StorNext web services.
Pool Sets the name of a pool associated with the element to balance the

processing load.

StorNext Configuration Files

The StorNext configuration files are available from the following folder:

C:\Mantrics\Plugins\StorNext

Include the following:

« For the StorNext Archive Element:

« StorNextArchiveNode.xml

- StorNextArchiveServer.xml

« For the StorNext Restore Element:

- StorNextRestoreNode.xml

. StorNextRestoreServer.xml

StorNextArchiveNode.xml

<StorNextArchiveNodeConfig xmlns:xsd="http://www.w3.0rg/2001/XMLSchema"
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance" slotCount="4">
<actives>true</actives
<server port="8030">127.0.0.1</server>
<node port="8031">127.0.0.1</node>

<pool />

</StorNextArchiveNodeConfigs>
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StorNextArchiveServer.xml

<StorNextArchiveServerConfig xmlns:xsd="http://www.w3.0rg/2001/XMLSchema"
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance">
<server port="8030">0.0.0.0</server>
<policy>Weighted</policy>
<retryCount>3</retryCount>
<actives>true</actives>
<reconnectRetryCount>1l</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout>
</StorNextArchiveServerConfig>

StorNextRestoreNode.xml

<StorNextRestoreNodeConfig xmlns:xsd="http://www.w3.0rg/2001/XMLSchema"
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance" slotCount="4">
<actives>true</actives
<server port="8032">127.0.0.1</server>
<node port="8033">127.0.0.1</node>
<pool />
</StorNextRestoreNodeConfigs>

StorNextRestoreServer.xml

<StorNextRestoreServerConfig xmlns:xsd="http://www.w3.0rg/2001/XMLSchema"
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance">
<server port="8032">0.0.0.0</server>
<policy>Weighted</policy>
<retryCount>3</retryCount>
<actives>true</actives
<reconnectRetryCount>1l</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout>
</StorNextRestoreServerConfig>
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Configuring the Automation Workflow Elements

The Automation workflow elements enable you insert transcoder elements to transcode
media files into different formats, depending on the supported codecs.

The following Automation elements are available:
« Automation File Transfer Elements
« Aspera
+ Copy
« Fileflow Export
« Fileflow Import
- FTP
+ Signiant
« Automation Grass Valley Elements
« BXF Morpheus Export
« BXF Morpheus Query
- BXF Transfer Metadata Retriever
» Gateway Export
- iTX
« Automation Housekeeping Elements
« Material Deletion
- Automation Imagine Communications Elements
+ Harris Data Import
- Harris Data Updater
« Automation Social Elements
« Publish to Dailymotion
« Publish to Facebook
+ Publish to Twitter
« Publish to Youtube
+ Remove from Dailymotion
- Remove from Facebook
« Remove from Twitter
- Remove from Youtube
- Automation Miscellaneous Elements
« Add to Project
- End
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+ Etere Xml Exporter

+ GoTo

« Instance switcher

+ Key Segmentator

« Metadata Publisher

+ Remove From Project
+ Send Mail

+ Send To...

+ Set Metadata

+ Set Priority

+ Sleep

« Technical Metadata Retriever

The configuration details for these elements are provided in the following sections.

Note: Allthe elements described in this section require configuration of
the files MantricsServer.xml and MantricsNode . xml.

Automation File Transfer Workflow Elements

The File Transfer group of workflow elements enables you to define various methods of
transferring material in to, or out of, a workflow. This group contains the following:

« Aspera

« Copy

« Fileflow Export
« Fileflow Import
« FTP

+ Signiant

File Transfer: Aspera
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The Aspera workflow element connects to the Aspera service to enable the high-speed
transfer of video content files using the Aspera FASP transfer technology interface.

The Aspera watchfolder communicates with the Aspera client on which the Aspera APl is
located to transfer files to the Aspera service for high-speed transmission to defined target
endpoints.

Use a Watchfolder to ingest material then use an Aspera element in the workflow to transfer
files to a target location, for example, to different regional stations or to a NAS.
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Fig. 5-51: Aspera Workflow Element

Element Settings Configuration

This element is available in the Automation > File transfer folder and has the following

settings:

Aspera : Aspera

Settings LELSE Aspera

]

Tasks Color:

Statistics Username:
Password:
Server Address:

Server Folder:

Server Port:

<>

<>

Timeout: Fly]

Rl DU hitp: // localhost: 40001

>

Upload Target Rate: FlG40]

<

<>

Polling Interval: &

Create new instance: [l

Fig. 5-52: Aspera Element Configuration Fields - Part 1

Create new instance: [l

[ELE M (CLOB) HQ

<

Host:

Shared Folder:

Pool:

Cancel

Fig. 5-53: Aspera Element Configuration Fields - Part 2
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Option Description

Name Sets a label for the element.

Color Enables you to select a color to identify the element easily on the
Dashboard page. Black is equivalent to no color.

Username Username to access the Aspera client on which the Aspera APl is
located.

Password Password to access the Aspera client on which the Aspera APl is

located.

Server Address

IP address of the Aspera client.

Server Folder

Destination IP address and folder for the transferred files.

Server Port

Port to communicate with the Aspera server.

Timeout Defines the transfer timeout in seconds for the current transfer.
Default: 7200 seconds

TransferURL Defines the URL address of the web service used to send files to the
Aspera service. Set by default to:
http://localhost:40001

Upload Target Rate Sets the maximum transfer rate to upload files to a target endpoint.

This enables you to use the maximum transfer rate offered by the
various delivery stations when using the Aspera workflow element.
The default upload target rate is 100,000 kbps or 100 Mbps per
element (where the default unit is 1 kbps or 1000 bps).

It is important to consider the Aspera licensing requirements when
defining the upload target rate. For example, with an Aspera client
licensed for a maximum upload rate of 300 Mbps that allows two
concurrent client logins, when using a workflow with two Aspera
elements, it would be recommended to set the upload target rate
on each element to 150 Mbps.

Polling Interval

Interval in seconds at which the Aspera element checks for
information on the status and completion of the data transfer
process.

Create New Instance

Option to create a new instance as the result of a successful transfer.
This should allow to configure the hostname + shared folder name
to be assigned to the instance.

Default: unchecked

Label Hidden unless Create new instance is checked.
When Create new instance is checked, select the label assigned to
the new instance from InstanceLabelsConfig.xml using the
drop-down menu.

Host Hidden unless Create new instance is checked.

When Create new instance is checked, defines the hostname of
the target server to which Momentum transfers the new instance.
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Option Description

Shared Folder Hidden unless Create new instance is checked.
When Create new instance is checked, defines the shared folder on
the target server to which Momentum transfers the new instance.

Pool Sets the name of a pool associated with the element to balance the
processing load.

Configuration Files

The tag <aspera> contains the configuration details to allow this application to
communicate with Momentum.

MantricsServer.xml Configuration

<asperas
<server port="8210">0.0.0.0</server>
<policy>Weighted</policy>
<retryCount>3</retryCount>
<active>false</actives>
<reconnectRetryCount>1l</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout>
<validationTimeoutInSec>30</validationTimeoutInSecs>

</aspera>

MantricsNode.xml Configuration

<aspera slotCount="4">
<active>false</active>
<server port="8210">127.0.0.1</server>
<node port="8211">127.0.0.1l</node>
<pool/>

</asperas

File transfer: Copy

The Copy element copies an instance of material into a selected destination folder. You can
configure the behavior of the element to treat a file that may already exist in the
destination folder.

79



Configuring the Automation Elements
Element Settings Configuration

failed
Overwrite
Skip

Unique

Fig. 5-54: Copy Workflow Element

Element Settings Configuration

This element is available in the Automation > File Transfer folder and has the following
settings:

Copy : Copy*

Settings L= Copy

d e oy Color:

Statistics Dst Folder:
§IEVEN = finstance. FileMameWithoutExtension}

Mode:

Skip Instance Creation:

FXP:

Preserve Timestamp:

Move:

Instance Type:

Label:

Switch new instance: [l

Include Segmentation: [l

Pool:

Save | Cancel

Fig. 5-55: Copy Element Configuration Fields

Option Description

Name Sets a label for the element.

Color Enables you to select a color to identify the element easily on the
Dashboard page. Black is equivalent to no color.

Dst Folder Sets the destination directory. Type in a UNC path or set it using the
browser.
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Option

Description

FileName

Specify the name of the Instance destination file without a file
extension. The default setting is to use the keyword
{instance.FileNameWithoutExtension} so by default the copied
file is not renamed.

This is a copy operation so file extension changes are not permitted.

Mode

Defines what happens if the file already exists in the destination
directory.The values are:

Overwrite - to overwrite the existing file

Skip - to skip the copy

Unique - to rename the copy by automatically appending a
progressive number to the file name.

In all the above cases, if an instance of the selected material already
exists in the database, then no action is taken and the task goes
through the failed port.

If no Instance exists, then Momentum creates it and the file is
managed as set by the mode selected. The task goes through the
port named for the Mode value.

Skip Instance Creation

When checked, prevents the copy process from creating a new
instance.

FXP

Activates the File eXchange protocol (FXP) which enables you to
copy files from one FTP server to another by way of an FXP client.
The Copy workflow element will validate the FXP settings in both
the element settings and in the configuration file
MantricsServer.xml. If invalid parameters are specified, a
suitable error message will be displayed.

Preserve Timestamp

Active only when the FXP protocol option is selected.
Sets the timestamp of the destination file to be the same as that of
the original file.

Move

Changes the Copy operation into a Move and removes the files
after the copy action.

If the file does not already exist in the target location, then
Momentum always creates a new Instance in the database and a file
in the target location. The task goes through the ok port.

If the file is already present, then the behavior matches the selected
Mode and the task goes through the port named as the Mode
value.

This option is available if the FXP protocol option is inactive.

Instance Type

Sets which Instance to copy through the workflow. The values are:
HQ (high quality) or AUX (Auxiliary Instance, formats include e.g.
TXT, PDF, PAC, DOC, DOCX file).

Label

Sets the label of the AUX Instance. Available values are retrieved
from the file InstanceLabelConfig.xml.

Switch New Instance

When enabled, activates the newly created Instance and
propagates the new Instance to the next step of the workflow. The
default setting is False (unchecked).
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Option

Description

Include Segmentation

Active only when Instance Type set to HQ.
When checked, includes soft segmentation in the copy process. The
default setting is not to include soft segmentation.

Segment Id Pattern

Active only when Include Segmentation is checked for HQ
instances.

Enter a pattern to use for the Segment ID in the copied file. The
default setting of this parameter is: {GUID}-## to copy the segment
incrementally from the key-segments parent list.

Pool

Sets the name of a pool associated with the element to balance the
processing load.

Configuration Files

The tag <copy> contains the configuration for this element.

MantricsServer.xml Configuration

<copy>

<server port="8118">10.250.170.183</server>
<policys>Weighted</policy>
<retryCount>3</retryCount>
<activestrue</actives>
<reconnectRetryCount>1l</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout>

<fxpItemList/>

<overwriteInstances>false</overwriteInstances>

</copy>

MantricsNode.xml Configuration

<copy slotCount="4">

<activestrue</actives
<server port="8118">10.250.170.183</server>
<node port="8119">10.250.170.183</node>

<pool/>

<fxp>false</fxp>

<fxp descr>Fxp</fxp descrs>

</copy>

Configuring FXP in the Copy Element

Configuring FXP in MantricsServer.xml

FXP is configured in the <fxpltemList> section of the <copy> tag and appears as follows:
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<fxpItemList>
<fxpItem>

<schemaDir />

<host />
<port />

<username />
<password />

</fxpIltem>
</fxpIltemList>

These tags have the following functions:

Option Description

fxpltemList A collection of all of the FXP sources and destinations.

fxpltem Contains the data for a single FXP source or destination.

schemaDir Defines the UNC path to the Destination directory. Momentum
validates entries in this field to ensure that correct paths are
entered.

host Defines the IP address of the FTP host.

port Defines the port number to use for an FXP transfer by the Copy
workflow element.

username Defines the user to logon to the FTP host.

password Provides the password for the user defined in <username>.

overwritelnstance

When set to false (default) the Copy action will not overwrite an

instance of material with the same characteristics that is already
present in the database. Set the value to true to enable the Copy
action to overwrite an existing instance.

Configuring FXP in MantricsNode.xml

FXP is configured in the <copy> tag and appears as follows:

<fxp>false</fxp>
<fxp descr>Fxp</fxp descr>

The tag <fxp> defines whether the FXP feature is active for the node. The available values
are true and false. Set to true to activate FXP.

File transfer: Fileflow Export

The Fileflow Export element provides Momentum with an interface to media clips exported
from an sQ Server environment by way of the sQ Fileflow API. The Fileflow Export element
picks up the exported sQ media clip and generates a physical media file in MXF format in

the Momentum database.
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The successful output of the Fileflow Export task is a new Instance located in an accessible,
defined file path.

Fileflow Export

Fig. 5-56: Fileflow Export Workflow Element

Element Settings Configuration

This element is available in the Automation > File Transfer folder and has the following
settings:

Fileflow Export : Fileflow Export

Settings \ELA M Fileflov Export

Tasks Color:
Statistics Autoselect instance:

Label:

Dst:

Filename:

Profile:

Skip Instance Creation: Il

Switch new instance: [l

Pool:

Fig. 5-57: Fileflow Export Element Configuration Fields

Option Description
Name Sets a label for the element.
Color Enables you to select a color to identify the element easily on the

Dashboard page. Black is equivalent to no color.

Autoselect instance When selected (default) automatically takes the sQ instance with
the most recent creation date and uses this in the export operation
and creation of the MXF file.

When unselected Fileflow Export will select only a specific sQ
instance.

Label Sets the label of the newly generated Instance. The available values
are contained in the InstanceLabelConfig.xml file.
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Option Description

Dst Defines the destination file path in which to store the new Instance
(in MXF format) generated by the Fileflow Export task from the sQ
source.

Filename Filename of the media Instance (in MXF format) generated by the

Fileflow Export task from the sQ source instance.

Profile A task-specific configuration set that can be attached to a task to
instruct the Fileflow API to process the task using the defined profile
instead of the default configuration.

Switch New Instance When enabled, activates the newly created Instance and
propagates the new Instance to the next step of the workflow. The
default setting is False (unchecked).

Pool Sets the name of a pool associated with the element to balance the
processing load.

Configuration Files

The tag <fileflowexport> contains the configuration for this element.

MantricsServer.xml Configuration

<fileflowexports>
<server port="8312">10.250.170.183</server>
<policy>Weighted</policy>
<retryCount>3</retryCount>
<activestrue</actives
<reconnectRetryCount>1l</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout>

</fileflowexport>

MantricsNode.xml Configuration

<fileflowexport slotCount="4">
<activestrue</actives
<server port="8312">10.250.170.183</server>
<node port="8313">10.250.170.183</node>
<pool/>
<ipfileflowshttp://10.250.170.141:8080/fileflowqueue/ffg</ipfileflow>
</fileflowexports>

File transfer: Fileflow Import

The Fileflow Import workflow element provides Momentum with an interface to an sQ
Server environment by way of the sQ Fileflow API. The Fileflow Import element creates a
media Instance in a suitable format and with appropriate metadata in the Momentum
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database to enable the sQ Fileflow API to import the sQ Instance into the sQ Server
environment.

The successful output of the Fileflow Import task is a new sQ Clip Instance, with ClipID and
ZonelD set using the sQlInstance metadata schema.

Fileflow Import

Fig. 5-58: Fileflow Import Workflow Element

Element Settings Configuration

This element is available in the Automation > File Transfer folder and has the following
settings:

Fileflow Import : Fileflow Import
Settings L\ ETUCHE Fileflow Import
Tasks Color: v
Statistics 5Q Instance Schema: ElE&hte:
Label:
Target:

Profile:

Rename Rule:

Switch new instance: [l

Pool:

Fig. 5-59: Fileflow Import Element Configuration Fields

Option Description
Name Sets a label for the element.
Color Enables you to select a color to identify the element easily on the

Dashboard page. Black is equivalent to no color.

SQ Instance Schema Sets the instance category for the imported sQ instance.
Default: SQ Instance

Label Sets the label of the newly generated Instance. The available values
are contained in the InstanceLabelConfig.xml file.
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Option

Description

Target

Sets the target network destination for the output clip instance on
the target ISA Manager.

The specified network path may be outside the list of configured
hosts for the Fileflow Queue as long as it can be accessed.

Note: If authentication is required for network access, the Fileflow
Queue must be correctly configured with the relevant
authentication details. Refer to the Fileflow Queue documentation
for more information.

Profile

A task-specific configuration set that can be attached to a task to
instruct the Fileflow API to process the task using the defined profile
instead of the default configuration.

Rename Rule

Select one of the available rename rules used to tell the Fileflow

Engine to add either a prefix or suffix to the output name or to

override it completely. You can select from the following options:

None: No change to the output name.

Prefix: Add the specified string as a prefix at the beginning of
the output name.

Replace:  Overwrite the output name with the specified string.

Suffix: Add the specified string as a suffix to the end of the
output name.

Rename Rule Text

Active only when you specify a Rename Rule.
Enter a text string, which may include variables, to be applied to the
output name as specified in the field Rename Rule.

Switch New Instance

When enabled, activates the newly created Instance and
propagates the new Instance to the next step of the workflow. The
default setting is False (unchecked).

Pool

Sets the name of a pool associated with the element to balance the
processing load.
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Configuration Files

The tag <fileflowimport> contains the configuration for this element.

MantricsServer.xml Configuration

<fileflowimports>
<server port="8310">10.250.170.183</server>
<policy>Weighted</policy>
<retryCount>3</retryCount>
<activestrue</actives>
<reconnectRetryCount>1l</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout >

</fileflowimports>

MantricsNode.xml Configuration

<fileflowimport slotCount="4">
<activestrue</actives>
<server port="8310">10.250.170.183</server>
<node port="8311">10.250.170.183</node>
<pool/>
<ipfileflowshttp://10.250.170.141:8080/fileflowqueue/ffg</ipfileflow>
</fileflowimport>

File transfer: FTP

The FTP workflow element enables you to deliver material to a remote destination using
FTP (file transfer protocol).

failed O

skip L)

Fig. 5-60: FTP Workflow Element

Note: The buffer size for FTP transfers is set at 2100 M B.

Element Settings Configuration

This element is available in the Automation > File Transfer folder and has the following
settings:
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FIP: FTP

Settings
Tasks

Statistics

Name: [y
Color:
lglv=ell 10.10.0.221

User:

Password:

Dst Folder:

Mode: E5H

Transfer Mode: =530
On Failure:

Retry Count: §

Check Consistence: [l

Port: pi]

Cancel

Fig. 5-61: FTP Configuration Fields

Option Description

Name Sets a label for the element.

Color Enables you to select a color to identify the element easily on the
Dashboard page. Black is equivalent to no color.

Host Sets the IP address of the FTP host site (for example, ftp://
ip_address/folder_name or ftp://ftp_name/folder_name).

User Sets a username for accessing the FTP site.

Password Sets a password for accessing the FTP site.

Dst Folder Defines the destination folder on the FTP host serverfor the file(s)
transferred by FTP.

Mode Sets how the transfer process behaves if a transferring file is already

present in the destination folder. The values are:
Overwrite  The file into the destination folder is overwritten by

the new file.

Skip The task is skipped and the next file (if present) is
taken for transfer (port Skip).

Unique No transfer is attempted and a failure procedure is

started (see the On Failure option below).

Transfer Mode

Sets whether the FTP connection works in passive or active mode.

89



Configuring the Automation Elements
Element Settings Configuration

Option Description

On Failure Sets the action in the event of an upload failure, using the Retry
Count and Interval values (if needed) in order to try to restore a
connection.

The values are:
Do nothing No attempt is made to restore the connection and
the task is propagated trough the Failed port.

Append If the transfer can be restored, it continues from
where it stopped.
Restart A new transfer is started from the beginning, erasing
the previous transfer.
Retry Count Active when you set the parameter On Failure to Append or
Restart.

Sets the maximum number of attempts to restore a broken
connection. This option is active if Append or Restart are selected as
On Failure values. A minimum value of 1 is the default setting.

Interval Active when you set the parameter On Failure to Append or
Restart.

Sets the number of attempts for the retry mode.

Check Consistence This option activates a post-transfer control that compares the size
of a just transferred file against the size of the original file to verify
that they are the same.

Port Allows you to specify a non-standard port for the FTP transfer,
where this is required. By default, the FTP element uses the
standard port 21.

Pool Sets the name of a pool associated with the element to balance the
processing load.
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Configuration Files

The tag <ftp> contains the configuration for this element.

MantricsServer.xml Configuration

<ftp>
<server port="8126">10.250.170.183</server>
<policys>Weighted</policy>
<retryCount>3</retryCount>
<activestrue</actives
<reconnectRetryCount>1l</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout >

</ftp>

MantricsNode.xml Configuration

<ftp slotCount="4">
<activestrue</actives
<server port="8126">10.250.170.183</server>
<node port="8127">10.250.170.183</node>
<pool/>

</ftp>

File transfer: Signiant

The Signiant workflow element enables you to configure jobs to transfer files using the
third party Signiant file transfer applications.

Signiant

Q)

|
o
| |
‘ mﬂai%}

Fig. 5-62: Signiant Workflow Element

Element Settings Configuration

This element is available in the Automation > File Transfer folder and has the following
settings:
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Signiant : Signiant*

Settings
Tasks

Statistics

L =1 Signiant
Color:
Username:

Job ID:

Job Group:

Job Template Library:

Job Template Name:

Source Variable Name:

Is Unix Path: Il

Variables:

Save | Cancel

Fig. 5-63: Signiant Configuration Fields

Option Description

Name Sets a label for the element.

Color Enables you to select a color to identify the element easily on the
Dashboard page. Black is equivalent to no color.

Username User name required to run the Signiant job.

Password Password required to run the Signiant job.

JobID Unique identifier of the Signiant job. Also referred to as Job Name.
For example: mam_export1234

Job Group Name of the Signiant Job grouping. For example: mam_sigxfer

Job Template Library

Name of the library to which the job template belongs. For
example: Sig_Lib

Job Template Name

Name of the template used to run the Signiant job. For example:
Job_Tmplt_START

Source Variable Name

Variable to define the source file to transfer. For example:
Job_Tmplt_START.filename_to_send

Note: The Source Variable must not be used in the Variables
parameter described below.

Is Unix Path

Check to specify that the source agent uses a UNIX path.
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Option Description

Variables Variables to define the transfer parameters. For example:
Job_Tmplt_START.localAgent=sig-agt001.playout.co.uk
Job_Tmplt_START.destinationAgent=sig-agt001.playout.co.uk
Job_Tmplt_START.emailAddress=rdfc44@gmail.com
Job_Tmplt_START.message=Signiant Transfer Complete
Job_Tmplt_START.destinationFolder=/mnt/server/momentum/
sigdestination

Pool Sets the name of a pool associated with the element to balance the
processing load.

Configuration Files

The tag <signiant> contains the configuration for this application.

MantricsServer.xml Configuration

<gsigniants>
<server port="8210">10.250.170.183</server>
<policy>Weighted</policy>
<retryCount>3</retryCount>
<active>false</active>
<reconnectRetryCount>1l</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout>

</signiant>

MantricsNode.xml Configuration

<signiant slotCount="4">
<active>false</active>
<server port="8210">10.250.170.183</server>
<node port="8211">10.250.170.183</node>
<pool/>
<ipsigniant/>
<usernames>username</username>
<passwords>password</password>
<sourceAgentPathMap/>

</signiant>

Automation Grass Valley Workflow Elements

The Grass Valley group of workflow elements provides a BXF messaging interface with a
Morpheus system, an interface with iTX and a generic Gateway Export interface. This group
contains the following:

« BXF Morpheus Export
« BXF Morpheus Query
- BXF Transfer Metadata Retriever
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» Gateway Export
« iTX

Grass Valley: BXF Morpheus Export

BXF messages are used to integrate Momentum with a Morpheus Playout Automation
system and its database, or with another Momentum system. BXF Morpheus Export is one
component of the set of BXF workflow elements in Momentum, with the others being BXF
Receiver and BXF Morpheus Query.

The BXF Morpheus Export workflow element enables you to publish metadata available in
Momentum to a Morpheus database, or to another Momentum, using BXF messaging.

BXF Morpheus Export inserts or updates metadata as defined by the configuration of the
Mode attribute, see the table on the following page. This metadata insert or update action
can occur as a result of a transfer request being opened from a Morpheus system, or even
without a transfer request being initiated.

For example, if you select the operational mode Complete Transfer, BXF Morpheus Export
expects that a transfer request was previously opened. Once the BXF Morpheus Export
element receives a transfer request for a Morpheus ID, then it sends a complete transfer
message back to Morpheus. This BXF message will complete the transfer in MAPP and
insert the material in the Morpheus database. Morpheus then returns an acknowledgment
(ACK) to Momentum.

Alternatively, If the operational mode is set to Import Content, Delete Content or Smart
Import Content the BXF Morpheus Export element inserts or updates metadata without
checking whether a transfer request exists for the specific Morpheus ID. In the event that a
transfer request is open, BXF Morpheus Export does not complete the transfer request in
these modes.

BXF Morpheus Export

Fig. 5-64: BXF Morpheus Export Workflow Element

Element Settings Configuration
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BXF Morpheus Export : BXF Morpheus Export* x

Tasks Color: - v

Origin:
Destination:
Query Destination:
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Include Segments: u
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Archive: Il
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Save || Cancel

Fig. 5-65: BXF Morpheus Export Configuration Fields

Option Description
Name Sets a label for the element.
Color Enables you to select a color to identify the element easily on the

Dashboard page. Black is equivalent to no color.

Bxf Route Select one of the pre-configured BXF communication routes. BXF
Routes are defined in the Momentum Admin page.

The BXF Agent section of the BXF Route sets the receiver mode of
the BXF Receiver. You can choose whether the element monitors a
watchfolder for the arrival of BXF message files or whether it uses a
socket connection to an IP address and port.

To set up a list of available BXF Routes, select Admin > BXF Routes.
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Option Description
Mode Sets the desired operational mode of the element, with the settings
being:

Complete Transfer Request: Complete a transfer request
associated with a specific
Morpheus ID and originally
received by a BXF Receiver
element.

Delete Content: Delete an Item and/or Instance
from the Morpheus database. This
mode can check whether the
operation is allowed in the
Morpheus database if the Use
Query checkbox is enabled.

Import Content: Add / Update an Item and/or
Instance in the Morpheus
database. This mode can check
whether the operation is allowed
in the Morpheus database if the
Use Query checkbox is enabled.

Send Transfer Request: Sends a transfer request from
Momentum either to another
Momentum system or to a
Morpheus system. The request
can be either a File Transfer or a
Purge.

Smart Import Content: Adds or updates an item and/or
instance in the Morpheus
database. The action (add or
update) is decided after
performing a query in the
Morpheus database.

Each mode selected, opens additional configuration fields

specifically for that mode.

Transfer Type When Mode is set to Send Transfer Request, defines the type of
transfer request in the BXF message. You can select either:
FileTransfer, Purge or Set Icon.

Note: A Purge transfer type message will trigger the deletion of the
specified material from all devices in the Morpheus environment.

Origin Specifies the originator of the BXF message, for example,
MomentumSystem.

All BXF messages have an Origin attribute which must be set to the
name of the originator of the message. This is free-form text string
and is case-sensitive.
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Option

Description

Destination

Specifies the name of the Morpheus host shell service which
processes the BXF messages. This is often the BXF Import Content
Service. It contains the same value as the Processing Agent Name
field in the BXF Import Content service.

BXF messages can use an optional attribute Destination that is
used to decide which BXF agent should process a given message
once it is placed in the Morpheus database. The BXF agents are
configurable so that the destination they represent can be set as
required, for example: SAM.BXF.ImportContentService.

Use Query

Active when Transfer Type is set to Delete Content or Import
Content.

When enabled, checks whether the selected operation is allowed in
the Morpheus database. Displays the field Query Destination and
the Send Ack to Morpheus checkbox.

If you do not want to enable the Use Query option or use the mode
Smart Import Content, you can achieve the same result by using a
BXF Morpheus Query element in front of a BXF Morpheus Export
element.

Query Destination

Active when you enable the Use Query checkbox.

Specifies the name of the Morpheus BXF Query host shell service
which processes BXF Morpheus Query messages. For example:

If a Momentum system identifies itself with the name:
MomentumSystem and you have configured the BXF Morpheus
Query host shell service with the agent name: BXF Query Main
System, when Momentum queries whether a material exists, it
creates a BXF query message with the values of the Origin and
Query Destination fields in the header: "MomentumSystem" and
"BXF Query Main System". The Query header must match exactly
and is case-sensitive.

The BXF Query service receives the message and immediately
generates an acknowledgment (ACK) message to confirm receipt of
the message and that the message will be processed, This new ACK
message will invert the Origin and Destination in the header as:
"BXF Query Main System" and "MomentumSystem".

Template

Defines the BXF Export template selected from the list of available
files stored in the folder: ¢: \Mantrics\BXFExportTemplates.
The default template (Default .xml) defines the following
components of the BXF Export element:

BXF Metadata List: Contains the list of generic fields to set for the
BXF Message, Every field has a default value but only some fields
are mandatory for BXF message creation. If left empty, BXF Export
uses the default values.

BXF Program and Non-Program Additional Metadata List:
define additional metadata.

Custom Parameter List: define custom parameters for the BXF
Export element.

Output Port: configurations for BXF Export actions.
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Option

Description

Include Segments

Checkbox is active when Modes Import Content and Smart
Import Content are selected.

When enabled, includes segmentation information with the other
content to be imported into the Morpheus database.

Delete Action

Active when you select the mode Delete Content, the following
options are available:

Remove Item - purges the specified Item from the Item table of the
Morpheus database. If the target Item is not present in the
Morpheus database, it returns an error in the BXF ACK message.
Update Item, Remove Instance - Updates the specified Item in the
Item table of the Morpheus database and purges the specified
Instance, if present, from the Instance table of the Morpheus
database. If the target Item or Instance is not present in the
Morpheus database, it returns an error in the BXF ACK message.

Import Action

Active when you select the mode Import Content, the following
options are available:

Add Item and Instance - Inserts the Item into the Item table of the
Morpheus database and inserts the Instance into the Instance table.
If either Item or Instance is already present in the Morpheus
database, it returns an error in the BXF ACK message.

Update Item and Instance - Updates the Item in the Item table of
the Morpheus database and updates the Instance in the Instance
table. If either Item or Instance is not present in the Morpheus
database, it returns an error in the BXF ACK message.

Update Item, Add Instance - Updates the Item in the Item table of
the Morpheus database and inserts the Instance in the Instance
table. If the Item is not present in Morpheus database, it returns an
error in the BXF ACK message.

Ack Analysis

For Quick ACK Analysis, Momentum simply checks whether or not
an Ack is received and does not analyze other folders
(e.g.,completed, failed, etc.) on Morpheus for further information. In
general, it is recommended to use Quick ACK Analysis. In the event
that an ACK/NACK is not received, the task is propagated through
the Timeout port without any additional information.

For Detailed ACK Analysis, if Momentum does not receive an ACK/
NACK message it directs any failures to the failure port, for further
processing or investigation of the completed and failed folders in
Morpheus.

You can only use the Ack Analysis functions if the selected BXF
Route is set-up for Watchfolder file communication. Do not use Ack
Analysis with a BXF Route setup for Socket communication.

Wait for Ack

Checkbox active when you select the mode Send Transfer
Request.

When enabled, waits for receipt of an ACK message before
progressing the task.
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Option

Description

Interval (sec)

Sets the interval, in seconds, that Momentum waits to receive an
ACK/NACK from the Morpheus database When the Interval is
exceeded, the task is propagated through the Timeout port,

Skip Complete Message

Active when you select the mode Complete Transfer Request.
When selected all parameters relating to the Complete Transfer
Request messages are hidden as the transfer is completed in the
Momentum database without sending a BXF Complete Transfer
message.

Origin ID in Ack Filename

This field will be deprecated from Momentum version 5.1 and
should not be used.

Momentum always includes the Origin ID in its ACK/NACK
messages. When enabled, Momentum expects that the messages
from Morpheus will contain the Origin ID.

Send Ack to Morpheus | When enabled, sends an ACK/NACK message to the originating
service (Morpheus) for all messages received, as appropriate.

Archive When selected, Momentum will archive a copy of all messages
involved in the specific task, including queries, query responses,
import content messages. and all ACKs/NACKs.

Pool Sets the name of a pool associated with the element to balance the

processing load.

Configuration Files

The tag <bxfexport> contains the configuration for this element.

MantricsServer.xml Configuration

<bxfexports>

<server port="8168">10.250.170.183</server>
<policys>Weighted</policy>
<retryCount>3</retryCount>
<active>false</actives
<reconnectRetryCount>1</reconnectRetryC0unt>
<reconnectTimeout>0</reconnectTimeout>

<messageType/>
<origin/>
<originType/>
<userName/>

<checkDstFolderCount>0</checkDstFolderCount>
<retryDstFolderSeconds>0</retryDstFolderSeconds>
<AddDeleteAfterDays>60</AddDeleteAfterDays>

</bxfexport>

MantricsNode.xml Configuration

<bxfexport slotCount=

ngns

<actives>false</actives>
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<server port="8168">10.250.170.183</server>
<node port="8169">10.250.170.183</node>
<pool/>

</bxfexport>

Configuring the BXF Morpheus Export Message Template
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For the element BXF Morpheus Export to export BXF messages in the correct format, at
least one template file must be available. A default template file efault . xml is stored in
the installation folder: ¢: \Mantrics\BXFExportTemplates\Default .xml.

More than one template file can be stored in the folder although they must all follow the
rules of the structure described below. You can select the template to be used by the BXF
Export workflow element from the Template drop-down menu in the Settings dialog of
the workflow element.

To configure the BXF Export template settings:
- In a text editor, open the file: ¢: \Mantrics\BxfExportTemplates\ Default .xml

The file has the following structure:

<BXFExportTemplate>
<BXFMetadatalList>
<BXFMetadatas>
<Label>Notes</Label>
<Value>MomentumCore .MomentumCore.Notes</Value>
<Kind></Kind>
</BXFMetadatas>
</BXFMetadataList>
<BXFProgrammeAdditionalMetadataList>
<BXFMetadata>
<Label></Label>
<XPath></XPath>
<Values</Values>
<Kind></Kind>
</BXFMetadatas>
</BXFProgrammeAdditionalMetadatalList>
<BXFNonProgrammeAdditionalMetadatalList>
<BXFMetadata>
<Label></Label>
<XPaths></XPath>
<Values></Values>
<Kind></Kind>
</BXFMetadatas>
</BXFNonProgrammeAdditionalMetadatalList>
<CustomParametersList>
<BXFMetadatas>
<Labels></Label>
<XPath></XPath>
<Values></Value>
<Kind></Kind>
</BXFMetadatas>
</CustomParametersList>
<AddDaysToNowIfDeleteAfterIsNull>60
</AddDaysToNowIfDeleteAfterIsNulls>
<TransferFilters>
<Filter>
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<Label></Label>
<Value></Value>

</Filters>

</TransferFilters>

<NackReceived Port>failed</NackReceived Ports

<Timeout_ Port>failed</Timeout_ Ports>

<BxfInvalid Port>failed</BxfInvalid Port>
<MorpheusNotResponsive Port>failed</MorpheusNotResponsive Ports
<MessageLost Port>failed</MessagelLost Port>

<ItemNotInMorpheus Port>failed</ItemNotInMorpheus Ports
<ItemAlreadyInMorpheus Port>failed</ItemAlreadyInMorpheus_ Ports
<InstanceNotInMorpheus Port>failed</InstanceNotInMorpheus_Port>
<InstanceAlreadyInMorpheus Port>failed
</InstanceAlreadyInMorpheus_Ports>

<NoRequest Port>failed</NoRequest Portx>

<TransferNotFound PortsNotFound</TransferNotFound Ports>

</BXFTemplate>

These XML tags have the following functions:

Tag

Description

BXFMetadataList

Contains a list of the generic fields contained in the
generated BXF message to be exported, Every field has a
default value but only some fields are mandatory for the
creation of the message. If the <BXFMetadataList> list is
empty, BXF Export uses the default values: Label Value Kind.
Collects all the metadata to be included in the BXF message
being exported from Momentum.

The tag <Label> is used to mark the metadata in the BXF file.
The value is specified using the extended ID of the metadata
in the Momentum system and can be retrieved in the Admin
page Metadata, in the Metadata ID field.

The tag <Value> is the value given to the metadata specified
in <Label>. The tag <Kind> specifies whether the metadata
is taken from the Title or the Instance of the related material.

BXFProgrammeAdditional
MetadatalList

Collects the metadata specific to the materials belonging to
the category Programme that have to be exported from
Momentum. The tags <Label>, <Value> and <Kind> have
the same functions as described above.

The tag <XPath> specifies the XML path to map the value
stored in the related <Value> tag to a specific node of the
BXF message structure.

BXFNonProgrammeAdditio
nalMetadataList

Collects the metadata specific to the materials belonging to
categories other than Programme that have to be exported
from Momentum. The tags <Label>, <Value>, <Kind> and
<Xpath> of the list are the same as described previously.
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Tag

Description

CustomParametersList

Collects the metadata specific to the materials belonging to
any custom parameters that have to be exported from
Momentum. The tags <Label>, <Value>, <Kind> and
<Xpath> of the list are the same as described previously.

TransferFilters

Collects a list of Transfer Request metadata with specific
values to filter out a unique Transfer Request to complete
that matches the filter values. If the list of metadata is empty,
there must not be more than one Transfer Request related to
the specific route and Morpheus ID.

Output Port Configurations

Use to configure the output ports. You can map an action,
whether successful or not to a designated port.

Grass Valley: BXF Morpheus Query

BXF messages are used to integrate Momentum with a Morpheus Playout Automation
system and its database, or with another Momentum system. BXF Morpheus Query is one
component of the set of BXF elements in Momentum, with the others being BXF
Morpheus Export and BXF Receiver.

The BXF Morpheus Query workflow element enables you to query the Morpheus
database for the existence of specific material in a playlist or for playlists using specific
material, with the returned data in BXF message format. This element can query the

following:

- Whether a specific Material exists in the Morpheus database.
« Whether an Instance on a specific device exists in the Morpheus database.

BXF Morpheus Query

Fig. 5-66: BXF Morpheus Query Workflow Element

Element Settings Configuration

This element is available in the Automation > Grass Valley folder and has the following

settings:
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Fig. 5-67: BXF Morpheus Query Configuration Fields

Option Description
Name Sets a label for the element.
Color Enables you to select a color to identify the element easily on the

Dashboard page. Black is equivalent to no color.

Bxf Route Select one of the pre-configured BXF communication routes. BXF
Routes are defined in the Momentum Admin page.

The BXF Agent section of the BXF Route sets the receiver mode of
the BXF Receiver. You can choose whether the element monitors a
watchfolder for the arrival of BXF message files or whether it uses a
socket connection to an IP address and port.

To set up a list of available BXF Routes, select Admin > BXF Routes.

Origin Specifies the originator of the BXF message, for example,
MomentumSystem.

All BXF messages have an origin attribute which must be set to the
name of the originator of the message. This is free-form text and is
case-sensitive.

Destination Specifies the name of the Morpheus host shell service which
processes the BXF messages.

BXF messages can have an optional attribute Destination that is
used to decide which BXF agent should process a given message
once it is placed in the Morpheus database. The BXF agents are
configurable so that the destination they represent can be set as
required. For example: SAM.BXF.ScheduleQuery for a query service.
This option specifies the destination of the query as the BXF Query
workflow element enables you to perform only query actions. As a
result, you need to know the agent name of the Query Service.
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Option

Description

Template

Defines the BXF Query template selected from the list of available
files stored in the folder: ¢: \Mantrics\BXFQueryTemplates.
The default template (Default .xml) defines the following
components of the BXF Query element:

Material Type - set the type of Notifier messages to skip, if any.
MorpheuslID, DevicelD, LongFilelD

Output Port configurations for BXF Query actions.

Mode

Sets the type of query that you want the element to perform in the
target Morpheus database. The following options are available:
Item Only: Queries the Morpheus database Item table
for the presence of an Item.

Queries both the Morpheus database Item
and Instance tables for the presence of an
Item and Instance.

Queries the Morpheus database Instance
table for the presence of an Instance.

Item and Instance:

Instance Only:

Ack Analysis

For Quick ACK Analysis, Momentum simply checks whether or not
an Ack is received and does not analyze other folders
(e.g.,completed, failed, etc.) on Morpheus for further information. In
general, it is recommended to use Quick ACK Analysis.In the event
that an ACK/NACK is not received, the task is propagated through
the Timeout port without any additional information.

For Detailed ACK Analysis, if Momentum does not receive an ACK/
NACK message it directs any failures to the failure port, for further
processing or investigation of the completed and failed folders in
Morpheus.

You can only use the Ack Analysis functions if the selected BXF
Route is set-up for Watchfolder file communication. Do not use Ack
Analysis with a BXF Route setup for Socket communication.

Interval (sec)

Sets the interval, in seconds, that Momentum waits to receive an
ACK/NACK from the Morpheus database When the Interval is
exceeded, the task is propagated through the Timeout port,

Origin ID in Ack Filename

This field will be deprecated from Momentum version 5.1 and
should not be used.

Momentum always includes the Origin ID in its ACK/NACK
messages. When enabled, Momentum expects that the messages
from Morpheus will contain the Origin ID.

Send Ack to Morpheus | When enabled, sends an ACK/NACK message to the originating
service (Morpheus) for all messages received, as appropriate.

Archive When selected, Momentum will archive a copy of all messages
involved in the specific task, including queries, query responses,
import content messages. and all ACKs/NACKs.

Pool Sets the name of a pool associated with the element to balance the

processing load.
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Configuration Files

The tag <bxfquery> contains the configuration for this element.

MantricsServer.xml Configuration

<bxfquery>
<server port="8218">10.250.170.183</server>
<policys>Weighted</policy>
<retryCount>3</retryCount>
<actives>false</actives>
<reconnectRetryCount>1</reconnectRetryCount>
<reconnectTimeout>0</reconnectTimeout >

</bxfquery>

MantricsNode.xml Configuration

<bxfquery slotCount="4">
<actives>false</actives
<server port="8218">10.250.170.183</server>
<node port="8219">10.250.170.183</node>
<pool/>

</bxfquery>

Configuring the BXF Query Message Template

For the element BXF Query to generate BXF Queries in the correct format, at least one
template file must be available. A default, template pefault.xml is stored in the default
installation folder: ¢: \Mantrics\BXFQueryTemplates.

More than one template file can be stored in the folder although they must all follow the
rules of the structure described below. You can select the template to be used by the BXF
Query workflow element from the Template drop-down menu in the Settings dialog of
the element.

To configure the BXF Query template settings:
« In a text editor, open the file: ¢: \Mantrics\BxfQueryTemplates\Default .xml
The file has the following structure:

<?xml version="1.0"?>
<BXFQueryTemplate>
<MaterialType>
<Value>MomentumCore .MomentumCore.MATERIAL TYPE</Value>
<Kind>TITLE</Kind>
</MaterialType>
<MorpheusIds>
<Value>MomentumCore .MomentumCore . MORPHEUS_ID</Value>
<Kind>TITLE</Kind>
</MorpheusIds>
<DeviceIds>
<Value>MomentumInstance.MomentumInstance.DEVICE ID
</Values>
<Kind>MEDIAASSET</Kind>
</DeviceIds
<LongFileId>
<Value>MomentumInstance.MomentumInstance.LONG FILE ID
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</Value>

<Kind>MEDIAASSET</Kind>
</LongFileId>
<NackReceived_ Port>failed</NackReceived Ports>
<Timeout_ Port>failed</Timeout_ Ports>
<BxfInvalid Ports>failed</BxfInvalid Port>
<MorpheusNotResponsive Port>failed
</MorpheusNotResponsive Ports
<MessageLost Port>failed</MessagelLost Port>
<ItemNotInMorpheus_Port>fai1ed</ItemNotInMorpheus_Port>
<InstanceNotInMorpheus Port>failed
</InstanceNotInMorpheus Ports
<ItemAndInstanceNotInMorpheus Port>failed
</ItemAndInstanceNotInMorpheus Portx>
<OnlyItemInMorpheus Port>failed</OnlyItemInMorpheus Port>

</BXFQueryTemplate>

These XML tags have the following functions:

Tag

Description

MaterialType Contains a list of the standard Morpheus material types

(Programme, Commercial, Live, Live Record, Junction, etc.)
