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Introduction

This document provides example configurations for environments in which BXF services are
integrated.

The purpose of the Engineering Manual Supplement is to describe in full the details of new
product features ahead of programmed releases of the Morpheus Engineering Manual.

It ensures that technical staff remain fully up to date with ongoing software and hardware
developments, understand the purpose of the technology, and are able to implement new
features as soon they become available.

The contents of this document will be published in full in the next release of the Morpheus
Engineering Manual.
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BXF Synchronisation

BXF Synchronisation Designs

This chapter analyses some of the different resilience mechanisms that use BXF services in order to
duplicate a schedule from one channel onto another.

For extensive information relating to the individual BXF services, refer to the Morpheus Engineering
Manual Supplement: BXF Service Configurations.

Note: Although based upon actual deployments, the examples
contained herein are intended as illustrations only. The diversity of
customer environments coupled with the versatility of the services
requires that a BXF software development specialist must ratify all
customer designs.




BXF Synchronisation
BXF Overview

BXF Overview

BXF (Broadcast eXchange Format) standardises the communication of three types of data
exchange:

- Schedule and As-Run information
. Content metadata

« Content movement instructions

BXF provides the following benefits:

+ Asingle method of exchanging data among systems such as Program Management,
Traffic, Automation, and Content Distribution

+  Support for file and message based (dynamic) data exchange

+ Increased integration of related systems

There is no provision within the BXF specification for the definition of hardware, channels, or
Morpheus event types within a message. This renders the protocol independent of vendor
specific environments, and provides the flexibility for disparate broadcast systems to
communicate effectively. In contrast to a Panoplay environment, for example, where both
systems must be identical, a translation mechanism allows for different events to be associated
over BXF for the purposes of synchronising a schedule between a Source and Target system.

Note: Additional translation mechanisms are able to be developed in
accordance with the specifications of each requirement.
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BXF Synchronisation Mechanisms

The BXF schedule synchronisation process is supported by the following Morpheus
redundancy mechanisms:

N+1

The current state of the schedule on the channel from which this mode was selected is
synchronised once only with the first flexible channel to respond from all available
EventStores, including those on the same Morpheus system. Any subsequent changes
to the schedule are not synchronised.

This mode does not require Panoplay.

Note: Although a standard configuration would use Flexible channels, a
customised Workflow could call upon any other type of channel
according to particular design requirements.

Tertiary

The state of the schedule on the channel from which this mode was selected is
constantly synchronised with the first flexible channel to respond from all available
EventStores, including those on the same Morpheus system. Any further change to the
schedule is reproduced on the elected flexible channel.

This mode does not require Panoplay.

MultiSite Sync

The schedules on preselected channels on a Target Panoplay system are synchronised
with those of a live Source Panoplay system, typically on a different site for disaster
recovery purposes.

Note: The Tertiary synchronisation mechanism, without the use of
flexible channels, is used in the core of a MultiSite Sync environment.

All of the different BXF Synchronisation mechanisms described herein can be further
customised to provide a unique technical solution that is matched to the customer
requirement and their system architecture.

Details that are specific to current implementations can be found in the following sections:

Operation of N+1 Synchronisation Mode
Operation of Tertiary Synchronisation Mode

Operation of MultiSite Sync Mode



BXF Synchronisation
Terminology

Terminology

- Leader

The Morpheus system in a Panoplay environment that is broadcasting to air.

- Follower

The Morpheus system in a Panoplay environment that is not broadcasting to air.

- Source

The Morpheus system that is the supplier of one or more schedules and schedule updates
to the Target.

In a MultiSite Sync environment, the Panoplay Leader is always the Source.

Note: Schedule updates are dependent upon the selected sync mode.

- Target

The Morpheus system that is the receiver of one or more schedules and schedule updates
from the Source.

In a MultiSite Sync environment, the Panoplay Leader is always the Target.

Note: Schedule updates are dependent upon the selected sync mode.

- Flexible Channel

A channel designation. When configured as ‘flexible; the channel is uncommitted to a
particular role and is therefore available to be used as the clone of a dedicated channel for
the purpose of resilience.
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Initiating BXF Synchronisation

Depending upon the selected mode, synchronisation is initiated using either the Editor MIP
panel or the MultiSite Control User Interface.

Refer to the individual synchronisation modes for details:
«  Operation of N+1 Synchronisation Mode
Operation of Tertiary Synchronisation Mode

Operation of MultiSite Sync Mode



BXF Synchronisation
Operation of N+1 Synchronisation Mode

Operation of N+1 Synchronisation Mode

Following a button press on the Source channel MIP (Figure 2-1), the BXF N+1 mechanism
performs a single, non-recurring, schedule transmission to the Target channel. In order to
repeat the operation, BXF N+1 Sync must be cancelled on the channel and then re-activated.

Note: The Source system is always the on-air system.

AUTOISON COMP PREV JUNC PREV TAKE NEXT BXF TERTIARY
—

> | & T | B

BROWSE
PREV N+1 SYNCH SKIP NEXT

Fig. 2-1: Editor MIP BXF N+1 Synchronisation

Note: Once the BXF N+1 sync button has been pressed, and the
synchronisation has been successful, it is replaced with a Cancel button,
and the BXF Tertiary button is greyed out.
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N+1 Operation Phase1: Channel Discovery

The system performs the following initial non-BXF tasks in order to initiate the channel
synchronisation process (Figure 2-2):

Morpheus System 1 Shared Message Broker Morpheus System 3
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Fig. 2-2: N+1 - Flexible Channel Discovery

1. The operator selects N+1 from the Manual Intervention Panel on the Source Morpheus
system (in this example, synchronisation is initiated from Morpheus system number 4).

2. Thelocal EventStore transmits a message to the shared Message Broker Database
requesting that N+1 synchronisation is initiated.

3. The Message Broker sends a message to the Workflow Engine requesting that a
Workflow is instantiated to coordinate the channel synchronisation process.

4. The Workflow Database posts a request onto the shared Message Broker Database for
all subscribing EventStores to respond with their availability of empty Flexible
channels.

5. Each EventStore Service App retrieves the message from the Message Broker Database.
6. Each EventStore Service App queries their local subscribing EventStores.
7. The EventStores respond with the available empty Flexible channels.

8. The Workflow selects the first response received by the shared Message Broker and
nominates that EventStore as the synchronisation Target.



BXF Synchronisation
Operation of N+1 Synchronisation Mode

9. The Workflow posts a message on the shared Message Broker Database in order to
instruct the Source and Target EventStore Service Apps to populate the channel
synchronisation panes with the appropriate properties (Figure 2-11). The EventStore
Service Apps populate the Source system channel with the properties of the Target
system channel, and the Target system channel with the properties of the Source
system channel.

Note: The sync properties are entered into the BXF Synchronisation
Pane that is accessible on the Channels > More Properties tab in the
Configurator (Figure 2-11), as follows:

- Session ID

- Type

- Role

- Peer System Name
- Peer Channel Name

10. The Workflow ends.

10
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BXF Query
Service

BXF Schedule
Service

EventStore

EventStore
Service APP

N+1 Operation Phase2: System Association and Schedule Synchronisation

The system performs the following BXF messaging tasks in order to perform schedule
synchronisation (Figure 2-3):

Request
Schedule

Transfer
Schedule

BXF Schedule
Service

BXF Query

BXF Socket
Reader

BXF Socket
Writer

EventStore

Morpheus System 1
(Source)

Morpheus System 2
(Target)

EventStore
Service APP

Fig. 2-3: N+1: BXF Synchronisation Process Messaging

Once the EventStore Service Apps have populated the channel(s) synchronisation pane(s)
in the previous stage, the BXF Schedule Service on the Target system matches the Peer
System Name to one of the destination systems configured on its Synchronisation tab,
from which it can identify the agent name of the BXF Query Service on the Source
Morpheus system.

Note: The destination system is identified as the Source

1. The BXF Schedule Service transmits a BXF Query Request message to the BXF Query
Service on the Source system requesting the current schedule for the Peer Channel
Name.

2. The BXF Query Service on the Source system responds by sending the requested

schedule to the Target system in a BXF Query Response message.

The connection between the Source and the Target systems is then closed and there is
no further message exchange.

11



BXF Synchronisation
Operation of Tertiary Synchronisation Mode

Operation of Tertiary Synchronisation Mode

From a button press on the MIP of the Source channel (Figure 2-4), the BXF Tertiary mechanism
performs an initial schedule transmission to the Target channel, and sends updates thereafter
in order to maintain synchronisation between the two channels.

Note: The Source system is the on-air system.

T | | | e | |

AUTOISON COMP PREV JUNC PREV TAKE NEXT BXF TERTIARY
—

T | e | B

N+1 SYNCH SKIP NEXT

BROWSE

Fig. 2-4: Editor MIP BXF Tertiary Synchronisation

Note: Once the BXF Tertiary button has been pressed, and the
synchronisation has been successful, it is replaced with a Cancel button,
and the BXF N+1 button is greyed out.

12
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Tertiary Operation Phase1: Channel Discovery

The system performs the following tasks in order to initiate the channel synchronisation
process (Figure 2-5):
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Fig. 2-5: Tertiary Flexible Channel Discovery

1. The operator selects Tertiary from the Manual Intervention Panel on the Source
Morpheus system (in this example, synchronisation is initiated from Morpheus system
number 4).

2. Thelocal EventStore transmits a message to the shared Message Broker Database
requesting that N+1 synchronisation is initiated.

3. The Message Broker sends a message to the Workflow Engine requesting that a
Workflow is instantiated to coordinate the channel synchronisation process.

4. The Workflow Database posts a request onto the shared Message Broker Database for
all subscribing EventStores to respond with their availability of empty Flexible
channels.

5. Each EventStore Service App retrieves the message from the Message Broker Database.
6. Each EventStore Service App queries their local subscribing EventStores.
7. The EventStores respond with the available empty Flexible channels.

8. The Workflow selects the first response received by the shared Message Broker and
nominates that EventStore as the synchronisation Target.

13
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Operation of Tertiary Synchronisation Mode

9. The Workflow posts a message on the shared Message Broker Database to instruct the
Source and Target EventStore Service Apps to populate the channel synchronisation
panes with the appropriate properties (BXF Synchronisation Mechanisms, Figure 2-11).
The EventStore Service Apps populate the Source system channel with the properties
of the Target system channel, and the Target system channel with the properties of the
Source system channel.

Note: The sync properties are entered into the BXF Synchronisation
Pane which is accessible on the Channels > More Properties tab in the
Configurator (Figure 2-11), as follows:

- Session ID

- Type

- Role

- Peer System Name
- Peer Channel Name

10. The Workflow remains operational in order to perform the following tasks:

«  To terminate the synchronisation process if the Cancel button for this mode is
pressed on the MIP panel

- Torestart the synchronisation process in the event of a Panoplay Leader / Follower
changeover (the implication being that, in this mode, one Panoplay environment
is synchronised to a single Morpheus system configured with flexible channels).

14
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Tertiary Operation Phase2: System Association and Schedule Synchronisation

The system performs the following BXF messaging tasks in order to perform schedule and
change synchronisation (Figure 2-6):
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Fig. 2-6: Tertiary: BXF Synchronisation Process Messaging

Once the EventStore Service Apps have populated the channel(s) synchronisation pane(s)
in the previous stage, the BXF Schedule Service on the Target system matches the Peer
System Name to one of the destination systems configured on its Synchronisation tab,
from which it can identify the agent name of the BXF Query Service on the Source
Morpheus system.

1. TheTarget BXF Schedule Service transmits a message of type Configuration to the BXF
Schedule Change Notifier on the Source system, requesting that it is added as a
destination.

2. The Source BXF Schedule Change Notifier adds the BXF Schedule Service to its
Destination tab and transmits an acknowledgement back to the Target BXF Schedule
Service.

At this time the Source BXF Schedule Change Notifier Service is capable of sending
updates to the Target BXF Schedule Service; they will however be ignored until the
Target BXF Schedule Service has received a full current schedule from the Source BXF
Query Service.

15
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Operation of Tertiary Synchronisation Mode

16

The Target BXF Schedule Service transmits a BXF Query Request message to the BXF
Query on the Source system, requesting the current schedule for the Peer Channel
Name.

The BXF Query Service on the Source system responds by sending the requested
schedule once to the Target system in a BXF Query Response message. The schedule
contains a Transaction ID.

Note: No further communication is required with the BXF Query Service,
unless the synchronisation procedure is restarted.

Any subsequent change to the schedule on the Source is reported to the local BXF
Schedule Change Notifier Service by the EventStore, and an unsolicited schedule
update message is transmitted to the Target BXF Schedule Service.

For each schedule, the Target BXF Schedule Service compares the Transaction IDs of
the received updates from the Source BXF Schedule Change Notifier Service against
that of the complete original schedule received from the Source BXF Query Service
earlier in the process. Only those updates that have a Transaction ID that is greater than
that of the complete original schedule are applied.

Note: Schedule updates are buffered by the Source BXF Schedule
Change Notifier Service and transmitted to the destination Target BXF
Schedule Service at the interval (in seconds) specified as the value of
Delay on Message Creation (Debounce) - for details, refer to the
Morpheus Engineering Manual Supplement: BXF Service Configuration.

In response to a received schedule update from the Source system, the Target transmits
an acknowledgement message in return.
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Operation of MultiSite Sync Mode

MultiSite Sync performs the synchronisation of specified channels between a Source and a
Target Morpheus Panoplay environment. It uses the following terminology:

» Sync Group
The name that associates the two sites to be synchronised.
Example: GroupLondonBirmingham
e SyncSites
The two sites that are in the same Sync Group.
Example: London, Birmingham
+ SyncSet

The name that is used to associate one or more channels to be synchronised between
the two Sync Sites. There may be any number of Sync Sets, each having the capability
of being synchronised independently of each other.

Note: Only a whole Sync Set can be synchronised (the synchronisation
of a subset of the channels in the Sync Set is not supported) - this is
Panoplay based behaviour.

Note: Channels that do not belong to a Sync Set can be used
independently of MultiSite Sync.

For any channel in a sync set, it is recommended that the following Morpheus system
configurations are identical on the Source and the Target systems:

« Channel properties
« Event properties

« Device properties

Note: Some property variations can be accommodated between
Morpheus Panoplay systems - this will require consultation with the
software developers.

17
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Operation of MultiSite Sync Mode

Using the MultiSite Control User Interface

The MultiSite Control User Interface is a software component that provides manual control
functions for each Panoplay Sync Set configured for MultiSite Sync, as follows:

+ Selection of synchronisation direction

.+ Start/ stop of sync sets by communicating with the Message Broker to change the
state of the Workflow

When first started, only the Start Controller and Stop Controller buttons are visible on the
interface. An example of an operational MultiSite Control User Interface is shown in Figure 2-7.
The interface provides control functions for each Panoplay Sync Set configured into the BXF
Sync Group, unless otherwise hidden with a Sync Set Filter (for details on filtering, refer to
MultiSite Sync: Configure the MultiSite Control Application).

Note: The MultiSite Control User Interface only communicates with the
Panoplay Leader on each site.

Panoplay Sync Sets Start Buttons BXF Sync Group

N\
[\\\‘\\ Start Controller | ( Stop Controller | / / /

I\ v

}‘I rnationalNews l London ./ | l Birmingham ‘] l Stop |

Resy\c\ow' News_UK l News_Europe 'News_Americas l News_Asia | News_Australia |

|y

\Sport (_toncon ) ((_Biminghem ) (__st» ) \

o \

g \

Re;ional [ London J [ Birmingham J [ Stop J \

Resync Now[ TV _North ]( TV_South ]( TV_Central ] \

|
Channels in Panoplay Sync Set
Fig. 2-7: MultiSite Control User Interface
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- Start Controller / Stop Controller

Start up and shut down the MultiSite Controller. When stopped, the Stop Controller
button is greyed out, and vice-versa. If the MultiSite Controller is stopped, then the user
interface will close down but the Workflow will maintain the synchronisation.

- BXF Sync Group Start / Stop Buttons

Each Panoplay Sync Set, within the BXF Sync Group, features two start buttons and a stop
button - this allows the BXF synchronisation of each Panoplay Sync Set to be started and
stopped independently of another.

The start buttons for each Panoplay Sync Set are labelled according to the BXF Sync Sites
entered into the Panoplay configuration XML. To select the Source system and start the
Workflow for the BXF synchronisation of a Panoplay Sync Set, click on a Sync Site Start
button (e.g. in order to start the BXF Synchronisation of a particular Panoplay Sync Set with
London as the Source system, then click on the start button labelled London).

Either system may be selected as the Source for different Panoplay Sync Sets configured
into the same BXF Sync Group.

Use the Stop button to end the BXF Synchronisation of a Panoplay Sync Set.

Note: Itis not possible to change the Source system once a sync set is
active - the start buttons are greyed out to prevent such a change. In
order to swap the Source and Target roles, the sync set must be stopped
and then restarted.

- Resync Now

Each channel within a Panoplay Sync Set has a dedicated button. Once the Sync Set is
running, the channel buttons become highlighted in order to indicate that they are
enabled - press a channel button in order to restart the BXF Synchronisation of the channel
independently of any others in the Sync Set. Channel resynchronisation is executed using
the BXF protocol only, therefore no Workflow intervention is required.

19
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Operation of MultiSite Sync Mode

MultiSite Sync Operation Phase 1: Discover Panoplay Leaders

Note: All communication between applications uses the Message
Broker as an intermediary.

1. The BXF synchronisation process begins by clicking on the Start Controller button in
the MultiSite Control User Interface (Figure 2-8).
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Fig. 2-8: BXF MultiSite Sync Mode: Discover Panoplay Configurations

2. The MultiSite Control User Interface transmits a message to the Message Broker,
destined for the Oracle applications in order to determine the Panoplay configurations
of the systems that are configured into a specified Sync Group.

3. The Oracle Applications transmit messages back to the MultiSite Control User Interface
containing their local Panoplay configurations.

If the configurations are identical, the MultiSite Controller User Interface fields and
buttons will be populated with the received properties, otherwise the synchronisation
process will be terminated.

20
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MultiSite Sync Operation Phase2: Source / Target Status Allocation

Note: All communication between applications use the Message Broker
as an intermediary.

1. From the MultiSite Control User Interface, the Operator selects the sync Source system
and clicks on the appropriate button.

Note: This is the only manner in which the Source can be set.
Furthermore, there is no monitoring of the Source / Target Status, and no
automated switchover.

2. A message is transmitted to the Workflow containing the names of the Sync Sets and
the member channels that relate to the selected Source.
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and to populate the

Panoplay System 2

r— T Tt TTT T T == |
I |
| |
I |
[ |
1. The Operator selects the | EI Multisite |
Source site from the MultiSite | Gontrol |
Control User Interface populated ! . :
in phase 1. | |
| London !
| |
: 2. A message is I
| transmitted to the |
: Workfiow stating the ) f4l Th?hwirkﬂdow :
informs the Leader
[ Syne Set names EventStore Service |
I and the member Apps to set the |
—————————————————— [ channels. | R i
r Source and Target | r
|
|
|
|
|
|
|

system and peer
channel names

|1
I i
Panoplay System 1 | channel BXF Sync
| [ Panes with the peer
|
I
|

EventStore
(Morpheus A1)

EventStore
(Morpheus B1)

EventStore
Service APP

EventStore
Service APP

5. The Workflow continually monitors the
Panoplay Leader / Follower status

|
|
|
|
|
|
|
Leader Leader |
|
Panoplay Panoplay |
App App |
|
Panoplay Workflow Panaoplay |
Oracle instance Oracle
L1 3. The workflow [ |
(. queries the I | |
Panoplay | | Panoplay Oracles I P Panaplay |
App [ : in the Sync Group I | App |
for the identity of |

I (Workflow ) [ |
Follower | : the Pa:op;ay : | Follower |
EventStore EventStore | [ eader I EventStore EventStore |
(Morpheus A2) Service APP | : - : | Service APP (Morpheus B2) |

I — |
| N I |

| |
¥ ! !

| |

I |

| |
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3. A Workflow instance is instantiated for each Sync Set that will communicate with both
of the Panoplay Oracle applications that responded in phase 1 - the identity of the local
Panoplay Leaders are requested.

Note: Workflow instances are created dynamically by the Workflow
Engine upon the receipt of a message from the Message Broker - all
Workflow instances are created from the BxfMultiSitePanoplaySync
Workflow template, one of each will run for each sync set.

4. The same Workflow instances send messages to the Leader EventStore Service Apps to
set the Morpheus systems as either sync Source (as selected by the Operator in the
MultiSite Control User Interface) or sync Target, and to populate the BXF
Synchronisation panes of the channels in the Sync Set with their peer system and peer
channel names.

Note: SourcesandTargets are defined per Sync Set, therefore the Source
for one Sync Set may be the Target for another.

Note: The BXF Synchronisation pane is accessible on the Channels >
More Properties tab in the Configurator (Figure 2-11)

5.  The Workflow instances monitor the status of both the Panoplay Leader and Follower.
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MultiSite Sync Operation Phase3: Schedule Synchronisation over BXF

Prior to the synchronisation of the schedule, the EventStores inform their local BXF Schedule
Services of the channels to synchronise based upon the properties entered into the channel
BXF Synchronisation panes. The BXF Schedule Service on the Target system matches the Peer
System Name to one of the destination systems configured on its Synchronisation tab, from
which it can identify the agent name of the BXF Query Service on the Source.

Acknowledge

Oracle

Panoplay
App

Follower

EventStore
Service APP

EventStore
(Morpheus A2)

F————————————————————
|
|
| BXF Schedule
| Change
| Notifier Service
|
' |
I BXF Socket
| Reader | o
| BXF Query
| Service ~ |
| Mm— BXF Socket™__ | reer"
Writer I
I 7 |
' BXF Schedule Y i |
Service |
: |
| 1. Inform the local BXF Schedule Service |
of the channels to synchronise I
' |
: |
EventStore EventStore |
[ (Morpheus A1) Service APP |
' |
| Leader |
| Panoplay |
| App I
: |
| Source Panoplay I
|
' |
' |
: |
|
' |
' |
' |
' |
' |
a

Fig. 2-10: MultiSite Sync: Schedule Synchronisation over BXF

destination

Request
Schedule

| T T T T T T T T T T T
Update |l
schedule | ———— A
| BXF Schedule
Acknowledge 1 Service
Transfer
Schedule

H
e e e

BXF Query
Service

BXF Schedule
Change
Notifier Service

1. Inform the local BXF Schedule Service
of the channels to synchronise

EventStore EventStore
Service APP (Morpheus B1)
Panoplay
App

Panoplay
Oracle Ta rget
Panoplay
App
Follower
EventStore EventStore
Service APFP (Morpheus B2)

The subsequent stages of the process are identical to phase 2 of the Tertiary mode, as follows:

1. The BXF Schedule Service transmits a message of type Configuration to the BXF
Schedule Change Notifier on the Source system, requesting that it is added as a

destination.

Note: For the BXF Schedule Service to withdraw from the sync
partnership, it sends a Deconfigure message to the BXF Schedule Change
Notifier Service requesting that it be removed as a destination.
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6.

24

The BXF Schedule Change Notifier Service on the Source system adds the BXF Schedule
Service to its Destination tab and transmits an acknowledgement back to the BXF
Schedule Service.

The Source BXF Schedule Change Notifier Service is now capable of sending updates to
the Target BXF Schedule Service; they will however be ignored until the Target BXF
Schedule Service has received a full current schedule from the BXF Query Service.

IMPORTANT: When using MultiSite Sync, the destination fields in the
BXF Schedule Change Notifier must not be populated manually.

The Target BXF Schedule Service transmits a BXF Query Request message to the BXF
Query Service on the Source system, requesting the current schedule for the
configured Peer Channel Name.

The BXF Query Service on the Source system responds by sending the requested
schedule to the Target system in a BXF Query Response message. The schedule
contains a Transaction ID.

Note: No further communication is required with the BXF Query Service
hereafter, unless the synchronisation procedure is restarted.

Any subsequent change to the schedule on the Source is reported to the local BXF
Schedule Change Notifier Service by the EventStore, and an unsolicited schedule
update message is transmitted to the BXF Schedule Service on the Target.

For each schedule, the BXF Schedule Service compares the Transaction IDs of the
received updates from the BXF Schedule Change Notifier Service against that of the
complete original schedule received from the BXF Query Service earlier in the process.
Only those updates that have a Transaction ID that is greater than that of the complete
original schedule are applied.

Note: Schedule updates are buffered by the Source BXF Schedule
Change Notifier Service and transmitted to the destination Target BXF
Schedule Service at the interval (in seconds) specified as the value of
Delay on Message Creation (Debounce) - for details, refer to the
Morpheus Engineering Manual Supplement: BXF Service Configuration.

In response to a received schedule update from the Source system, the Target returns
an acknowledgement message.

Note: The Workflow establishes if the Source changes and adjusts the
synchronisation as required.
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Note: In order to prevent any changes to the Target Morpheus system
schedule, the system locks the Editor Workstation - it can be unlocked in
the event of a failure of the Source Morpheus system using either of the
following procedures:

+ Inthe Configurator, on the More Properties tab for a channel,
release the channel from the MultiSite Sync Set by clicking on
the Release BXF Sync button. For details, refer to Figure 2-11 in
the BXF Synchronisation Configurations section.

+ In the MultiSite Control User Interface, release a Sync Set by
clicking on the Stop button. For details, refer to Using the
MultiSite Control User Interface.

CAUTION: synchronisation will be affected if either of these procedures
are employed.

As the Workflow instances are actively monitoring the status of the Panoplay Leader and
Follower, in the event of a change the synchronisation is stopped, the BXF Synchronisation
panes of the channels in the Sync Set are populated with new peer system and peer channel
names, and phase 3 (Schedule Synchronisation Over BXF, this phase) is executed once again.
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BXF Synchronisation Configurations

Details on the configuration of services and interfaces for all synchronisation modes.

In order to enable any synchronisation capabilities, all participating Morpheus systems must be
identified within each system’s BXF configuration, and the required set of host shell / BXF
services assembled and duplicated across each environment.

The BXF Synchronisation Pane

The properties in the BXF Synchronisation pane (Figure 2-11) are assigned values by the
EventStore Service Apps for each channel configured to be synchronised, regardless of the
selected mode.

WARNING: Although the assigned values can be manually edited, they
must not be modified in this manner.

Open the Configurator, select a channel and click on the More Properties tab.

Channels Channel Properties | More Properties |Source5 I Transition Types List | Custom Transition Templates I Rl

CH2 Default Main ET: LIVE News Flash
Region 1
Region 2 Default Region ET: Channel1 Default Region Header
[[:J:Ijnnelﬁ Use Master Inpaints [T Austomation enabled

ScreenToo
Channel 10 Haold Allow paste from other channels

EEQ?OH :II; Decorate once only Do not decorate live record events
egion
CH1-Staging Go inte hold on last event Channel On Air
CHZ2-5tagi
CHS-St:g:Eg In Rippling Hold ] Hide if automation disabled
Channel14

Channel20 Preview Channel [CHQ

OO0OO0OEE

Spot check channel [CHE

N+1 Channel [cH2

Dedicated Preview Device [ ICETWPWW

Staging Channel [CH1—Staging

User Editable S0 Parameters

Structure Change Timeout (zeconds 0-60) 0

Panoplay Take Mext Delay frames. 0=Disabled) I 00:00:02:00

BXF Synchronisation
Session Id

Type [ None

Role [ None

Peer system name Apply BXF Sync
Group Name
Peer channel name Release BXF Sync

-ALL-

Fig. 2-11: Configurator - Channel > More Properties Tab
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- Session ID

A single GUID generated by the Workflow and allocated to both the Source and Target
systems.

- Type
The configured BXF Synchronisation type is displayed:

¢ None

BXF Synchronisation is not configured for this channel
*  NPlusOne

o Tertiary

Note: When using MultiSite Sync, the Type field will be labelled as
Tertiary.

For information relating to the different BXF Synchronisation modes, refer to the following
sections in this document:

«  Operation of N+1 Synchronisation Mode
«  Operation of Tertiary Synchronisation Mode

«  Operation of MultiSite Sync Mode

- Role

For all modes of BXF Synchronisation, this field indicates whether the channel is the Source
or the Target.

The role is assigned on a per channel basis, therefore different channels on the same
system may have different roles. Prior to the deployment of a system, a customer specific
Workflow is designed that will define the rules for the allocation of roles, and whether they
are based upon channels, Sync Sets, or other criteria.

- Peer System Name

The system name of the partner in this BXF Synchronisation configuration (e.g. if the
system currently in view is the Source, then the system name of the Target is displayed).

- Peer Channel Name

The name of the channel on the Peer system with which this channel is synchronised.
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- Apply BXF Sync

Start the synchronisation of the selected channel.

Note: This button is reserved for engineering purposes only.

Note: The Workflow will populate the BXF Synchronisation pane with
values for both the Source and Target systems, the Apply BXF Sync
function should be executed on both the Source and the Target system
in order to ensure that the entries on the BXF Synchronisation panes are
written to both EventStores.

- Release BXF Sync
Effective for Tertiary and MultiSite Sync only.

Stop the synchronisation of the selected channel.

Note: This button is reserved for engineering purposes only.

Note: The Workflow will populate the BXF Synchronisation pane with
values for both the Source and Target systems, the Release BXF Sync
function should be executed on both the Source and the Target system
in order to ensure that the entries on the BXF Synchronisation panes are
removed from both EventStores.
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N+1 Configuration

N+1: Configure the Editor MIP Panel

A button on the MIP panel is used to activate N+1 synchronisation. It is hidden by default, and
the Editor must be configured for it to be displayed, as follows:

Note: The MIP panel is configured on a per channel basis. Repeat this
procedure for all channels from which N+1 Synchronisation is to be
triggered.

1. In the Editor, click on Tools then select Configuration from the drop-down menu.

2. Select the channel to configure from the displayed list, and click on the MIP tab. The

Editor Configuration window is displayed (Figure 2-12):

=~ Common

- Database

- Browse

- Shortcut Keys
--Machine Specific
- Roles

- Barcodes

- Overrun/Underrun
- Channel Flow Control
- Miscellaneous

- Channels

- CH2

- Region 1

- Region 2

- ScreenToo

- Position 2 (Channel 10)
- Region 11

- Region 12

- CH1-5Staging

- CH2-5taging

-- CH3-5taging

- Channel14

- Position 1 (Channel20)

Appearance |S)'5tern I Ripple | Query Options I Schedule Import|

| Colours I Columns I Display Cptions | MIP |

- Flexible / M+1 (Channell]

Fig. 2-12: Configuring the MIP to Display the BXF Sync Buttons

Selected MIP Extension

<zNone>>

MIP Setup

Show MIP lcons

Auto On Button Enabled

Hold Button Enabled

Preview Button Enabled
Comp Preview Button Enabled
Take Mext Button Enabled
Skip MNext Button Enabled
Take Grd Button Enabled
Enable MIP activation from keyboard
[] Separate Gang Take Button
BXF Sync Button Enabled

Gang Take Channels

Available MIP Extensions

Add MIP
Extension

Import
Export
Rename
Delete

Generate Xml
Rows 1

Columns |6

Generate

SoftMIPPos2
New Mip
SoftMIPPos1
MNew Mip4

CH1

CH2

[] Regien 1

[] Region 2

[¥] CH3
Channel12
SecreenToo
Channel 10
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CH1-Staging
CH2-Staging
CH3-Staging
Channel14
Channel20

50 |

29



BXF Synchronisation
N+1 Configuration

3. Tick the BXF Sync Button Enabled checkbox, and click on Apply.

When the MIP is opened from the Editor, both the BXF Tertiary and the BXF N+1 buttons will
now be visible (Figure 2-13).

T | | | e | |

AUTOISON COMP PREV JUNC PREV TAKE NEXT BXF TERTIARY
—

> |5y | B

BROWSE
PREV N+1 SYNCH ST SKIP NEXT

Fig. 2-13: Editor MIP BXF Sync Buttons

It is acceptable to run either synchronisation mechanism on one or more different channels
concurrently.

For configuration and operational information, refer to the sections that detail the individual
modes.
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N+1: Configure the Message Broker Database

The N+1 mode requires the configuration of a Message Broker Database - it is a commissioning
task and is therefore beyond the scope of this document.

The Message Broker Database has the following characteristics:
« Receipt, storage and retrieval of messages.

+ It features a Message Broker for the exchange of messages for communication
between software components (a mailbox is dedicated to each software component).
Software component communication behaviour is based upon publishers, subscribers,

and one-to-one direct messaging.

N+1: Configure the BXF Database

The N+1 mode requires the configuration of a BXF database - it is a commissioning task and is
therefore beyond the scope of this document.

The BXF Database has the following characteristics:

« The storage of BXF messages, pending processing by the appropriate destination BXF
service.
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N+1 Configuration

Application
Emors

N+1: Configure the Workflow Engine

The Workflow orchestrates communication between the system components that are
responsible for linking the channels for the purpose of synchronisation.

The Workflow Engine App is started from the Morpheus Shortcuts window. It relies upon a
dedicated Workflow Database, the creation of which is a commissioning exercise, and is
therefore beyond the scope of this document.

1.

Note: Only one Workflow Engine is required for the N+1 synchronisation
setup.

Click on Application and from the drop-down menu select Settings. The Workflow
Engine App Settings window is displayed (Figure 2-14).

Statistics

Time

Resalution DomainEvertsPublished
ExecutionEngine Threads
HasDatabaseMairtenanceServicelease False

we Workflow Engine App Settings | P | ventPublishingServicele... Falze

Top Wordlow Instances

Wordlow Instance 1D

Wordflow Template]

Mailloumnal ServiceLease  False

App | A
Worldlow wsExecuted
Wondlow Database Connection String jered
BerviceleassLosses
rRetry
ecutionCycle Exception

utionCycle Started
Workdlow Database Instance Name ferton-yelestans
(Al database engines using this workflow database must use the same Database Instance Name, peutionCycleSuccess
but wondlow engines using a different wondlow database must use a different Database Instance ancesDeleted

MName than this one) minatedNomally
Instance1 minatedWithAbort
minatedWithCancel
MNumber of Execution Engine Threads emplates

8 = linalWorkflows
icheCount

iche Hits

Messaging iche Misses
Wordlows

ik

Message Broker Diatabase Connection String
Data Source=localhost;User ID=sa;Password=sa;Inttial Catalog=MessageBroker Check

0
0
]
]
]
0
]
0
]
]
]
0
0
]
]
0
]
0
n

J [ Dismiss ]

Config error: WorkflowConnectionString not set

Fig. 2-14: Configuring the Workflow Engine App Settings
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- Workflow Database Connection String

Enter the connection string that will provide access to the Workflow database. The
properties for this string will have been configured at the time of the database creation.

Verify the validity of the connection string by pressing the Check button.

- Workflow Database Instance Name

The unique name of this Workflow Database that identifies it to the Message Broker. All
Workflow Engines using this database must be configured with a unique instance name.

Note: The Workflow Database Instance name field is automatically
populated by the system when the Workflow Database Connection
String Check button is pressed with a valid connection string.

- Number of Engine Execution Threads

A performance tuning parameter that will be configured automatically to the number of
processors in the host system.

- Message Broker Database Connection String

The Deploy tool will have set the connection string to that configured on the Message
Broker tab of the Deploy tool - it must be changed to the connection string of the Message
Broker that is part of the Control System, the properties of which will have been configured
at the time of the database creation.

Verify the validity of the connection string by pressing the Check button.

- Save

Save any changes.

- Dismiss

Close the window.
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2.

Load the Workflow template into the Workflow Engine

a) Inthe Workflow Engine application window, click on Application then select

Templates from the drop-down menu. The Workflow Templates window is
displayed (Figure 2-15).

wie Mforkflow Ternplates = @
Template Mame Wersion Size Current Instances
BuftdultiSitePanoplaySync 195 17068 0
PerformB xfSyncFIexibIeChanneMllocati...| i} 17466 0
Add Templates

Fig. 2-15: Workflow Templates Window

The BXF synchronisation Workflow requires the following template file to be
loaded into the Workflow engine:

PerformBxfSyncFlexibleChannelAllocation WF.wft

b) Click on Add Templates and browse to the location of the required workflow

d)

template - it can be found in the Deploy folder.

Click on Dismiss to finish.
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3. Load the Workflow Initiators into the Workflow Engine. The role of the Workflow
initiator is to launch the PerformBxfSyncFlexibleChannelAllocation Workflow once the
BXF Sync process is started from the MIP panel.
a) From the Workflow Engine application window, click on Application then select
Initiators from the drop-down menu. The Workflow Initiators window is displayed
(Figure 2-16).
"" Workflow Initiators == -
Inftiztor Name Worlflow Name Message Type g| Editing Initiator: PerformBxf Sync FlexbleChannelinitiator
Create Wordlow For Ingest Evert Create Wordlow For Ing...  IngestEvent hi
Crash Record GPI Live Ingest Gpi Crash Re . NotfyDevicelnputCh . | Name |PerfommExfSyncFiexibleChannel ntiator |
[Performx SymcFlexbleChannelintia...| PerfornE SyncfiexbleC..._| Perfomx SyncHex... | ]
Worldlow | v ‘
Enabled
Message
Message Type Eventstore ServiceApi. Messages Cther. Perform Bif SyncFlexibleChannel
Assembly | Evertstore Service Api W |
Type | Evertstore Service Api Messages. Cther Perform Bxd SyncFlexibleChanne! v|
Message Filters
Expression Value Conjunction Name
| | | | |
Binding of Message to Wordlow Startup P Populate
Startup Parameter Javascript Expression
Bxf SyncType message. B SyncType
ChannelName message.ChannelName
Mutticast Address message . Multicast Address
Sessionld message.Sessionld
SystemMame message. SystemMame
< ] > | | Update
Create Initiztor Name ‘ |

Fig. 2-16: Workflow Initiators Window

The PerformBxfSyncFlexibleChannelAllocation Workflow requires the following
initiator file to be loaded into the Workflow engine:

PerformBxfSyncFlexibleChannellnitiator.wfi

b)

Workflow file - it can be found in the Deploy folder

Click on Import Initiator From File and browse to the location of the required

The file will be loaded into the Workflow Engine and appears in the list of initiators.
Click on the initiator in the list in order to view its properties. The initiator is
configured with the name of the required Workflow template which will be
displayed as the Workflow property (Figure 2-16).

Note: Other than those mentioned herein, the properties of an initiator
should not be modified - any such task is reserved for engineering.

d]

order to close the window.

Ensure that the Enabled checkbox is ticked, click on Save, then click on Dismiss in

35



BXF Synchronisation
N+1 Configuration

36

N+1: Configure the Morpheus Services

The following Morpheus Services are required to be configured for each participating systemin
order that they may fulfill the role of either Source or Target if elected to do so:

« EventStore Service App

The EventStore Service App is responsible for the following synchronisation tasks:

- Receive messages through the Message Broker (from other systems and
processes) that are destined for the local Event Store during the execution of the
Workflow.

- Process requests from the local Event Store destined for the Message Broker
during the execution of the Workflow.

A dedicated instance of the EventStore Service App must be created and configured for each
Morpheus system participating in the selected sync mode. No other configuration of this
service is necessary, apart from the change to the Message Broker connection string. The
procedure follows.
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The Deploy tool will have configured the EventStore Service App with the default Message
Broker connection string - it must be changed in order to reference the Message Broker
Database that is dedicated to the sync process.

1. Right click on the EventStore Service App shortcut and select Properties from the
displayed menu.

The EventStore Service App Properties window is displayed (Figure 2-17).

D

Security I Details | Previous Versions
General | Shortcut | Compatibility

@S Eventstore Service App

Target type: Application

Target location: Mompheus

Target: 5 .0.11.77/MessageBroker "<connection sting:"|

Start in: C:\Morpheus

Shortcut key:  None

Run: l Mormal window "]

Comment: Eventstore Service App

Open File Location ] [ Change lcon... ] [ Advanced. .. ]

Fig. 2-17: Changing the Default Connection String

2. Append the Target field entry with the following qualifier:

/MessageBroker “<connection strings>”

Where <connection strings takes the following format (example shown):

Data Source=<IP address>;User ID=sa;Password=sa;Initial Catalog=MessageBroker
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N+1: Configure the BXF Services

The BXF Services that are required for N+1 Synchronisation.

Note: All BXF service configurations are detailed in the Morpheus
Engineering Supplement: BXF Service Configuration.

« BXF Schedule Service

- A Host Shell service that runs on the Target system in order to send and receive BXF
messages as part of the schedule synchronisation process during the startup
procedure.

- Clears the Target system channel(s) and applies the schedule(s) received from the
Source system.

Note: All Morpheus systems must run this service, as each has the
capacity to be either a Source or a Target.

+ BXF Query Service

- A BXF standards based Host Shell service that runs on the Source system during the
startup procedure.

- Receives and processes BXF Query Messages containing channel information
requests.

Note: As a passive service, it only responds to message requests.

This service does not require the intervention of a Message Broker in
order to communicate.

Note: All Morpheus systems must run this service, as each has the
capacity to be either a Source or a Target.

« BXF Socket Writer Service

An individual Host Shell service instance that provides a BXF communication path for
the exchange of schedule information. It queries the BXF database for messages with
destination services that it is configured for, transmitting them via an IP socket.

Note: A socket reader and a socket writer pair must be configured for
each active Morpheus system.
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BXF Socket Reader

The BXF Socket Reader Service reads BXF messages that have been transmitted from
one or more BXF Socket Writer services (or equivalent services from a third party
external system).

Note: A socket reader and a socket writer pair must be configured for
each active Morpheus system.
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Tertiary Configuration

Tertiary: Configure the Editor MIP Panel

A button on the MIP panel is used to activate Tertiary synchronisation. It is hidden by default -
the Editor must be configured for it to be displayed, as follows:

Note: The MIP panel is configured on a per channel basis. Repeat this
procedure for all channels from which Tertiary Synchronisation is to be
triggered.

1. Inthe Editor, click on Tools then select Configuration from the drop-down menu. The
Editor Configuration window is displayed (Figure 2-18).

2. Select the channel to configure from the displayed list, and click on the MIP tab.

Appearance | System | Ripple | Guery Options | Schedule Import
| Colours | Columns | Display Options | MIP |

- Comman
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Fig. 2-18: Configuring the MIP to Display the BXF Sync Buttons

3. Tick the BXF Sync Button Enabled checkbox, and click on Apply.
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When the MIP is opened from the Editor, both the BXF Tertiary and the BXF N+1 buttons will
now be visible (Figure 2-19).

AUTOISON
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COMPFREV

M.

JUNC PREV
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SPOT CHECK
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B
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Fig. 2-19: Editor MIP BXF Sync Buttons

It is acceptable to run either synchronisation mechanism on one or more different channels
concurrently.

For configuration and operational information, refer to the sections detailing the individual
modes that can be found later in this document.

Tertiary: Configure the Message Broker Database

The Tertiary mode requires the configuration of a Message Broker Database - it is a
commissioning task and therefore beyond the scope of this document.

The Message Broker Database has the following characteristics:
+ Receipt, storage and retrieval of messages.

« Itfeatures a Message Broker for the exchange of messages for communication
between software components (a mailbox is dedicated to each software component).
Software component communication behaviour is based upon publishers, subscribers,
and one-to-one direct messaging.

Tertiary: Configure the BXF Database

The Tertiary mode requires the configuration of a BXF database - it is a commissioning task and
therefore beyond the scope of this document.

The BXF Database has the following characteristics:

« The storage of BXF messages, pending processing by the destination BXF service.
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Tertiary: Configure the Workflow Engine

The Workflow orchestrates communication between the system components that are
responsible for linking the channels for the purpose of synchronisation.

The Workflow Engine App is started from the Morpheus Shortcuts window. It relies upon a
dedicated Workflow Database, the creation of which is a commissioning exercise, and is
therefore beyond the scope of this document.

Note: Only one Workflow Engine is required for the Tertiary
synchronisation setup.

1. Click on Application and from the drop-down menu select Settings. The Workflow
Engine App Settings window is displayed (Figure 2-20).

Application
Emors Statistics

Time Resalution DomainEvertsPublished
ExecutionEngine Threads 0
HasDatabaseMairtenanceServicelease False
we Workflow Engine App Settings | 28 ventPublishingServicele...  False
Mailloumnal ServiceLease  False
Aop | A
Worldlow wsExecuted

Wondlow Database Connection String H’Brec.i
BerviceleassLosses
rRetry
ecutionCycle Exception

Wondlow Database Instance Name -cutfonCycIeStarted
(Al database engines using this workflow database must use the same Database Instance Name, peutionCycleSuccess
but wondlow engines using a different wondlow database must use a different Database Instance ancesDeleted
MName than this one) iminatedNormalty
Instance1 minatedWithAbort
minatedWithCancel
Number of Execution Engine Threads emplates

8 = piral\Workflows
cheCount

cheHits

Messaging cheMisses
Wordlows

ik

oo oo ooooooLoooooooo

Message Broker Diatabase Connection String

Data Source=localhost;User ID=sa;Password=sa;Inttial Catalog=MessageBroker

Top Wordlow Instances

Wordflow Instance ID Wordlow Templats]

Config error: WorkflowConnectionString not set

Fig. 2-20: Configuring the Workflow Engine App Settings

- Workflow Database Connection String

Enter the connection string that will provide access to the Workflow database. The
properties for this string will have been configured at the time of the database creation.

Verify the validity of the connection string by pressing the Check button.
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- Workflow Database Instance Name

The unique name of this Workflow Database that identifies it to the Message Broker. All
Workflow Engines using this database must be configured with its unique instance name.

Note: The Workflow Database Instance name field is automatically
populated by the system when the Workflow Database Connection
String Check button is pressed with a valid connection string.

- Number of Engine Execution Threads

This is a performance tuning parameter that will be automatically set to the processor
count of the host system.

- Message Broker Database Connection String

The Deploy tool will have set the connection string to that configured on the Message
Broker tab of the Deploy tool - it must be changed to the connection string of the Message
Broker that is part of the Control System, the properties of which will have been configured
at the time of the database creation.

Verify the validity of the connection string by pressing the Check button.

- Save

Save any changes.

- Dismiss

Close the window.
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2.

L
E

oad the Workflow Template required for Tertiary synchronisation into the Workflow
ngine.

a) From the Workflow Engine application window, click on Application then select

Templates from the drop-down menu. The Workflow Templates window is
displayed (Figure 2-21).

wie Mforkflow Ternplates = @
Template Mame Wersion Size Current Instances
BuftdultiSitePanoplaySync 195 17068 0
PerformB xfSyncFIexibIeChanneMllocati...| i} 17466 0
Add Templates

Fig. 2-21: Workflow Templates Window

The BXF synchronisation Workflow requires the following template file to be
loaded into the Workflow engine:

PerformBxfSyncFlexibleChannelAllocationWF.wft

b) Click on Add Templates and browse to the location of the required workflow

<)

template - it can be found in the Deploy folder.

Click on Dismiss to finish.
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3. Load the Workflow Initiator into the Workflow Engine. The role of the Workflow initiator
is to launch the PerformBxfSyncFlexibleChannelAllocation Workflow when the BXF Sync
process is started from the MIP panel.

a) From the Workflow Engine application window, click on Application then select
Initiators from the drop-down menu. The Workflow Initiators window is displayed
(Figure 2-22).
e Workflow Initiators = | = -
Initiator Name Workflow Name Message Type g| Edting Initiator: Perform Bxf SyncFlesibleChannel Initiztor
Create Workflow For Ingest Evert Create Workflow For Ing...  IngestEvent Y|
Crash Record GPI Live Ingest Gpi Crash Re... NotifyDevicelnputCh... Y|~ MName [ Perfomnd Syrc FexibleChannel nfiator |
[Performfix SyncHebleChannel nita... | Performx SyncFiexibleC.. | PefomBxiSyofies... | V]
|Workﬂow | v H
Enabled
Message
Message Type Eventstore Service Api Messages Other. Perform Bxf SyncFlexableChannel
Assembly | Eventstore ServiceApi v |
Type | Eventstore Service Api. Messages Cther Perform Bxf Sync AesxdbleChannel v |
Message Filters
Expression Value Conjunction Name
|| || |
Binding of Message to Wordlow Startup P; Popuiate
Startup Parameter Javascript Expression
Bf SyncType message B SyncType
ChannelMame message ChannelName
MulticastAddress message MulticastAddress
Sessionld message.Sessionld
SystemMName message. SystemMName
< 1] ¥ | | Update
Create Initiztor Name | |

Fig. 2-22: Workflow Initiators Window

b

The PerformBxfSyncFlexibleChannelAllocation Workflow requires the following

initiator file to be loaded into the Workflow engine:

PerformBxfSyncFlexibleChannelnitiator.wfi

) Click on Import Initiator From File and browse to the location of the required

Workflow file - it can be found in the Deploy folder.

The file will be loaded into the Workflow Engine and appear in the list of initiators.
Click on the initiator in the list in order to view its properties. The initiator is
configured with the name of the required Workflow template which will be

displayed as the Workflow property (Figure 2-22).

Note: Other than those mentioned herein, the properties of an initiator

should not be modified - any such task is reserved for engineering.

4]

Ensure that the Enabled checkbox is ticked, click on Save, then click on Dismiss in

order to close the window.
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Tertiary: Configure the Morpheus Services

The following Morpheus applications are required to be configured for each participating
system in order that they may fulfill the role of either Source or Target if elected to do so:

« EventStore Service App

The EventStore Service App has the following responsibilities towards synchronisation:

- Receives messages through the Message Broker (from other systems and
processes) that are destined for the local Event Store during the execution of the
Workflow.

- Processes requests from the local Event Store destined for the Message Broker
during the execution of the Workflow.

A dedicated instance of the EventStore Service App must be created and configured for
each Morpheus system participating in the selected sync mode. No other configuration
of this service is necessary, apart from the change to the Message Broker connection
string, detailed below.
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The Deploy tool will have configured the EventStore Service App with the default Message
Broker connection string - it must be changed in order to reference the Message Broker
Database that is dedicated to the sync process.

1. Right click on the EventStore Service App shortcut and select Properties from the
displayed menu.

The EventStore Service App Properties window is displayed (Figure 2-23).

D

Security I Details | Previous Versions
General | Shortcut | Compatibility

@S Eventstore Service App

Target type: Application

Target location: Mompheus

Target: 5 .0.11.77/MessageBroker "<connection sting:"|

Start in: C:\Morpheus

Shortcut key:  None

Run: l Mormal window "]

Comment: Eventstore Service App

Open File Location ] [ Change lcon... ] [ Advanced. .. ]

Fig. 2-23: Changing the Default Connection String

2. Append the Target field entry with the following qualifier:

/MessageBroker “<connection strings>”

Where <connection string> is in the following format (example shown):

Data Source=<IP address>;User ID=sa;Password=sa;Initial Catalog=MessageBroker
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Tertiary: Configure the BXF Services

The BXF Services that are required for Tertiary Synchronisation.

Note: All BXF service configurations are detailed in the Morpheus
Engineering Supplement: BXF Service Configuration.

BXF Schedule Service

- A Host Shell Service that runs on the Target system to send and receive BXF messages
as part of the schedule synchronisation process during the startup procedure.

- Clears the Target system channel(s) and applies the schedule(s) received from the
Source system.

Note: All Morpheus systems must run this service, as each has the
capacity to be either a Source or a Target.

BXF Query Service

- A BXF standards based Host Shell service that runs on the Source system during the
startup procedure.

- Receives and processes BXF Query Messages containing channel information
requests.

Note: As a passive service, it only responds to message requests.

This service does not require the intervention of a Message Broker in
order to communicate.

Note: All Morpheus systems must run this service, as each has the
capacity to be either a Source or a Target.

BXF Socket Writer

An individual Host Shell service instance that provides a BXF communication path for
the exchange of schedule information. It queries the BXF database for messages with
destination services that it is configured for, transmitting them via an IP socket.

Note: A socket reader and a socket writer pair must be configured for
each active Morpheus system.
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BXF Socket Reader

The BXF Socket Reader Service reads BXF messages that have been transmitted from
one or more BXF Socket Writer services (or equivalent services from a third party
external system).

Note: A socket reader and a socket writer pair must be configured for
each active Morpheus system.

BXF Schedule Change Notifier Service

- A Host Shell Service that runs on the Source system after the startup procedure has
been completed.

- Sends schedule change messages to the Target system in order to maintain
synchronisation.

Note: All Morpheus systems must run this service, as each has the
capacity to be either a Source or a Target.
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MultiSite Sync Configuration
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The following Morpheus applications are required to be configured for each participating
system in order that they may fulfill the role of either Source or Target if elected to do so.

Note: This mode also relies on participating Morpheus environments
being configured for Panoplay, a task that is beyond the scope of this
manual - refer to the Morpheus Engineer’s manual for information.

MultiSite Sync: Configure the Message Broker Database

The BXF MultiSite Sync mode requires the configuration of a Message Broker Database - it is a
commissioning task and therefore beyond the scope of this document.

The Message Broker Database has the following characteristics:
+ Receipt, storage and retrieval of messages.

« Features a Message Broker for the exchange of messages for communication between
software components (a mailbox is dedicated to each software component). Software
component communication behaviour is based upon publishers, subscribers, and one-
to-one direct messaging.

MultiSite Sync: Configure the BXF Database

The BXF MultiSite Sync mode requires the configuration of a BXF database - it is a
commissioning task and therefore beyond the scope of this document.

The BXF Database has the following characteristics:

+ The storage of BXF messages, pending processing by the appropriate BXF service.
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MultiSite Sync: Configure the Panoplay Oracle XML File

Within the Panoplay configuration file there are three new sub-elements that must be inserted
into the <Configuration> element at the bottom of the XML file as follows (the values
shown are as an example only):

<Configurations>

<MessageBrokerConnectionString>Data Source=192.168.50.100;User ID=sa;Password=sa;
Initial Catalog=MorpheusMessagingDR</MessageBrokerConnectionStrings>

<BxfSyncGroup>LondonBirmingham</BxfSyncGroup>
<BxfSyncSite>London</BxfSyncSite >
</Configuration>

IMPORTANT: These amendments must be made in both of the Panoplay
environments.

- <MessageBrokerConnectionString>

The connection string for the Control System Message Broker dedicated to the
synchronisation process (referenced in Figure 2-8).

-<BxfSyncGroup>

Identifies the synchronised Panoplay environment to the Message Broker - the Panoplay
systems to be synchronised must belong to the same BxfSyncGroup.

- <BxfSyncSite>

Identifies the local Panoplay environment within the BxfSyncGroup. All BxfSyncSite names
must be unique.
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MultiSite Sync: Configure the Workflow Engine

Note: The Workflow Engine relies upon a dedicated Workflow Database
that must have been created previously - the creation of the Workflow
database is a commissioning exercise, and is therefore beyond the scope
of this document.

The Workflow orchestrates communication between the system components that are
responsible for linking the channels for the purpose of synchronisation. It has the following
characteristics:

+  Subscribes to the start / stop message type from the MultiSite Control user interface for
the initiation or shutdown of the BXF Synchronisation mechanism

+ Interrogates all systems in order to ascertain which has Leader status

+  Multiple instances of a Workflow can be created within a single Control System for the
support of many Panoplay sync sets - each has a unique identifier

«  The Workflow adapts if a Source / Target change occurs in Panoplay

Note: Only one Workflow Engine is required for the MultiSite Sync setup.

52



Morpheus
Engineering Manual Supplement

The Workflow Engine App is started from the Morpheus Shortcuts window.

1. Click on Application and from the drop-down menu select Settings. The Workflow
Engine App Settings window is displayed (Figure 2-24).

Application

Emors Statistics

Time: Template Resolution DomainEvents Published

ExecutionEngine Threads

HasDatabaseMaintenanceServiceleass False

w Workflow Engine App Settings ] vertPublishingServicele... False
MailloumalServicelease  False

App | 1

Wordlow wsExecuted

Wordlow Database Connection String ﬂvered.
Bervice LeaseLosses
rRetry

ecutionCycle Exception
ecutionCycleStarted

Wordlow Database Instance Name R
{4l database engines using this wondlow database must use the same Database Instance Name, poutionCycleSuccess
but worndlow engines using a different wordlow database must use a different Database Instance ancesDeleted

Name than thiz one) minatedNomally
Instance1 minatedWithAbort
minatedWithCancel
Mumber of Execution Engine Threads Emplates

8 T inalWordflows
icheCourt

icheHits

cheMisses

Messaging

Message Broker Database Connection String Workflows

it

ST oD oo ooCcoOooCcoOocoooooooo

Data Source=localhost;User |D=sa;Password=sa;Initial Catalog=MessageBroker

Top Wordlow Instances

Wordlow Instance ID Wordlow Templatg

Config error: WerkflowConnection5String not set

Fig. 2-24: Configuring the Workflow Engine App Settings

- Workflow Database Connection String

Enter the connection string that will provide access to the Workflow database. The
properties for this string will have been configured at the time of the database creation.

Verify the validity of the connection string by pressing the Check button.

- Workflow Database Instance Name

The unique name of this Workflow Database that identifies it to the Message Broker. All
Workflow Engines using this database must be configured with its unique instance name.

Note: The Workflow Database Instance name field is automatically
populated by the system when the Workflow Database Connection
String Check button is pressed with a valid connection string.
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- Number of Engine Execution Threads

This is a performance tuning parameter that will be automatically set to the processor
count of the host system.

- Message Broker Database Connection String

The Deploy tool will have set the connection string to that configured on the Message
Broker tab of the Deploy tool - it must be changed to the connection string of the Message
Broker that is part of the Control System, the properties of which will have been configured
at the time of the database creation.

Verify the validity of the connection string by pressing the Check button.

- Save

Save any changes.

- Dismiss

Close the window.
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2.

Load the MultiSite Sync Panoplay Workflow Templates into the Workflow Engine

a) From the Workflow Engine application window, click on Application then select
Templates from the drop-down menu. The Workflow Templates window is
displayed (Figure 2-25).

wre Wforkflowe Templates = @
Templata Mame Wergion Size Current Instances
B sfbdultiSitePanoplaySunc I 195 17068 1]
PerformBufSyncFlexibleChanneldllocat... 5 174EE 0
Add Templatez

Fig. 2-25: Workflow Templates Window

The BXF synchronisation Workflow requires the following template file to be
loaded into the Workflow engine:

BxfMultiSitePanoplaySync.wft

b) Click on Add Templates and browse to the location of the required workflow
template - it can be found in the Deploy folder.

c¢) Click on Dismiss to finish.
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3. Load the Panoplay Workflow Initiators into the Workflow Engine

The role of the Workflow initiator is to launch the BxfMultiSitePanoplaySync Workflow
upon starting the BXF Sync process from the MultiSite Control User Interface.

a) From the Workflow Engine application window, click on Application then select
Initiators from the drop-down menu. The Workflow Initiators window is displayed
(Figure 2-26).

WFE M arkflowe Initiatars

Initiator Mame ‘Workflow Name Meszage Type

PerformB«fSyncFlexibleCh... PerformBafSyncFlesibleC...  PerformB=fSyncFlesi..
i ultiSitePanoplaySync

BxftultiSitePanoplay...

Enabled
es

Initiator Mame
Impart Initiatar Fram File

e fer ]
E diting Initiator: BxfkultiSitePanoplayS yncl nitiator
MHame BrftdultiSiteP anoplayS ynel nitiator
‘whark o l BxftultiSiteP anoplayS pnc o
Enabled

Mezsage

Meszage Type EventstoreS ervicedpi Messages. Other BxiMultiSiteP anoplaySpncStart

Agzembly [EventstoreS ervicehpi - ]

Type [EventstoreS ervicedpi.Messages. Other. BuftultiSitePanoplaySyncStart hd ]
Message Filters

E=pression Yalue Conjunction Mame
Binding of Message to Workflow Startup Parameters
Startup Parameter Javascript Expression
SuncSetlame meszage SyncSeth ame
MainBxfSyncSite meszage.MainB «fSpncSite
BxfSyncGroup message. BxfSyncGroup

Fig. 2-26: Workflow Initiators Window

The Panoplay Workflow BxfMultiSitePanoplaySync requires the following initiator
file to be loaded into the Workflow engine:

BxfMultiSitePanoplaySynclnitiator.wfi

b) Click on Import Initiator From File and browse to the location of the required
Workflow file - it can be found in the Deploy folder.

The file will be loaded into the Workflow Engine, and appear in the list of initiators.
Click on the initiator in the list in order to view its properties. The initiator is
configured with the name of the required Workflow template which will be
displayed as the Workflow property (Figure 2-26).

Note: Other than those mentioned herein, the properties of an initiator
should not be modified - any such task is reserved for GV engineering.

c¢) Ensure that the Enabled checkbox is ticked, click on Save, then click on Dismiss in
order to close the window.
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MultiSite Sync: Configure the MultiSite Control Application

The MultiSite Control application examines the Panoplay xml configurations in order to
determine the existence of the Panoplay Sync Sets that are configured into the BXF Sync Group
- the BXF Sync Group and its allocated Panoplay Sync Sets are then displayed on the Multi-Site
Control User Interface.

Configure the Multi-Site Control application using the MultiSite Control executable
(MultisiteControl.exe) that can be found in the Morpheus installation directory - it is deployed
automatically with either Panoplay Oracle or Panoplay Agent.

1. Double-click on MultisiteControl.exe

An unpopulated MultiSite Control User Interface is displayed (Figure 2-27).

Error: not started as there is no configuration for MessageBrokerConnectionString.

Fig. 2-27: Unpopulated MultiSite Control User Interface
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2. Click on File, then on Configuration from the drop-down menu.

The Configuration window is displayed (Figure 2-28).

MessageBroker Connection
String

Wordlow Connection String
Wordlow URL
Bxd Sync Group

Syncset Filter {CSV list)

GQuery Wordflow Timeout seconds

Fig. 2-28: MultiSite Control Configuration

- Message Broker Connection String

The connection string for the Message Broker Database that is dedicated to the BXF
synchronisation process, as shown in Figure 2-9.

- Workflow Connection String

The connection string for the Workflow database that is dedicated to the BXF
synchronisation process.

- Workflow URL

Enter the URL of the Workflow Web App Server - it allows the Workflow instance execution
to be viewed in a web browser for engineering and support purposes.

Once configured, a hyperlink will be displayed alongside each sync set on the MultiSite
Control User Interface in order to provide access to the Workflow instance execution.

Note: Access to the Workflow instance is provided for engineering
debugging purposes only.

- BXF Sync Group

The name of the BXF Sync Group with which the MultiSite Control application will interact -
the name must match that which is specified in the <BxfSyncGroup> element of the
Panoplay configuration XML.

- Syncset Filter (CSV List)

Configurable filters that prevent selected Panoplay Sync Sets from being displayed on the
MultiSite Control User Interface in order to prohibit their sync state from being manually
altered. Enter the name of each sync set to hide separated by a comma (Comma Separated
Values).
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- Query Workflow Timeout

The interval at which the MultiSite Control application will poll the Workflow Engine in
order to ensure that it is operational.

The default is 10 seconds (the recommended setting).

If no reply is received, an error message is displayed in the log pane of the MultiSite Control
User Interface window in order to alert the operator. The MultiSite Control application will
continue to poll the Workflow Engine at the specified interval.

The following XML is generated in the MultiSiteControlConfig.xml file:

<?xml version="1.0"?>
<MultisiteControlConfig xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance" xmlns:xsd="http:
www.w3.0rg/2001/XMLSchema" >
<BxfSyncGroup>LondonBirmingham</BxfSyncGroup>
<SyncSetFilter />
<QueryWorkflowTimeout>10</QueryWorkflowTimeout>
<MessageBrokerConnectionString>Data Source=172.31.200.17;User ID=sa;Password=sa;Initial
Catalog=MESSAGING INTERSITE</MessageBrokerConnectionStrings
<WorkflowConnectionStrings>Data Source=172.31.200.17;User ID=sa;Password=sa;Initial
Catalog=WORKFLOW_INTERSITE</WorkflowConnectionStrings>
<WorkflowUrlshttp://172.31.200.17:8888/</WorkflowlUrl>
</MultisiteControlConfigs>

Should changes be required to MultisiteControlConfig.xml, then a restart of the MultiSite
Control User Interface will be required - no interruption to the synchronisation will occur, and
the interface will automatically determine the current sync state.
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MultiSite Sync: Configure the Morpheus Services

The following Morpheus Services are required to be configured for each participating systemin
order that they may fulfill the role of either Source or Target if elected to do so:

EventStore Service App

The EventStore Service App has the following responsibilities towards synchronisation:

«  Receives messages through the Message Broker from other systems and processes
those that are destined for the local Event Store during the execution of the Workflow

«  Processes requests from the local Event Store destined for the Message Broker during
the execution of the Workflow

A dedicated instance of the EventStore Service App must be created and configured for each
Morpheus system participating in the selected sync mode. Apart from the change to the
Message Broker connection string, detailed below, no other configuration of this service is
required.

The Deploy tool will have configured the EventStore Service App with the default Message
Broker connection string - it must be changed in order to reference a Message Broker Database
that is dedicated to the sync process.
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Change the Message Broker connection string in the shortcut properties of the service, as
follows:

1. Right click on the EventStore Service App shortcut and select Properties from the
displayed menu.

The EventStore Service App Properties window is displayed (Figure 2-29).

'

Security I Details Previous Versions
e | Shortcut | Compatibility

ljs Eventstare Service App

Target type: Application

Target location: Mompheus

Target: 5.0.11.77/MezsageBroker "<zconnection string:"ll

Start in: C:\Mormpheus

Shortcut key:  Mone

Run: [Norrnal window - ]

Comment: Eventstore Service App

QOpen File Location l [ Change lcan... l [ Advanced... ]

Fig. 2-29: Changing the Default Connection String

2. Append the Target field entry with the following qualifier:

/MessageBroker “<connection strings>”

Where <connection string> is in the following format (example shown):

Data Source=<IP address>;User ID=sa;Password=sa;Initial Catalog=MessageBroker
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MultiSite Sync: Configure the BXF Services

The BXF Services that are required for MultiSite Sync.

Note: All BXF service configurations are detailed in the Morpheus
Engineering Supplement: BXF Service Configuration.

« BXF Query Service

A service that processes received BXF Query Request messages containing channel
information requests, and interrogates the Morpheus EventStore for the required
information. The results are converted into a BXF Query Response for transmission to
the originating system.

Note: As a passive service, it only responds only to message requests.

This service does not require the intervention of a Message Broker in
order to communicate.

Note: All Morpheus systems must run this service, as each has the
capacity to be either a Source or a Target.

« BXF Schedule Service

- A Host Shell Service that is active on the Target to receive schedules in a BXF format
from which it will update the EventStore.

Note: All Morpheus systems must run this service, as each has the
capacity to be either a Source or a Target.

« BXF Schedule Change Notifier Service

- A Host Shell Service that runs on the Source system to transmit schedule change
messages to the Target system in order to maintain synchronisation.

- Upon receipt of schedule change notifications directly from the EventStore, this
service will generate a BXF message for transmission to preconfigured destinations.
The service receives notifications from the EventStore for all channels.

Note: All Morpheus systems must run this service, as each has the
capacity to be either a Source or a Target.
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BXF Socket Writer

An individual Host Shell service instance that provides a BXF communication path for
the exchange of schedule information. It queries the BXF database for messages with
destination services that it is configured for, transmitting them via an IP socket.

Note: A socket reader and a socket writer pair must be configured for
each active Morpheus system.

BXF Socket Reader

The BXF Socket Reader Service reads BXF messages that have been transmitted from
one or more BXF Socket Writer services (or equivalent services from a third party
external system).

Note: A socket reader and a socket writer pair must be configured for
each active Morpheus system.
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MultiSite Sync: Example Configurations

Configuring the BXF Query Service

Processing Agent Name: QServSocR-LON
Port:

Processing Agent Mame: BxfQServL DN

1
Host IP: 182 168.10.1

BXF Socket

Request Message
Source: BxfSchedServBHX
Dest: BxfQServL DN
Dest IP: 192.168.10.1

Dest Port:

Processing Agent Name: SchedServSocW-BHX
BXF Destination: ExfQServLDN

1P 192.168.10.1
Port: Processing Agent Name: BxfSchedServBHX
System Name: A1

Dest. BXF Query Agent Name: BxfQServLDN

Host IP: 192,168,201 |

BXF Socket

1
1
1
1
1 Reader
1

BXF Query Service

BXF Socket

Writer

BXF Schedule Service

BXF Socket

Writer

Processing Agent Name: QServSocW-LDN
BXF Destination: ExiSched ServBHX

IP: 192.168.20.1

Port: 3020

Haost IP: 192.168.10.2

1 |
I |
I |
1 |
Morpheus

1 |
| EventStore System Al |
1 |
: Master :
I |
| Panoplay :
I |
I |
I Follower |
1 |
I Morpheus |
: EEIE System A2 |

|
1 |
I |
I |

Source Morpheus System (Sync Site London [LDN])

Transfer Message
Souree: BxfQServLDN
Dest: BxiSchedServBHX
Dest IP: 192.168.20.1
Dest Port: 3020

Fig. 2-30: Messaging Configuration Example: BXF Query Service

Reader

Port 3020

Processing Agent Name: SchedServSocR-BHX
Port: 3020

|
Host IP: 182.168.20.2

! i
! 1
! 1
l
Morpheus 1
|
| System B1 EventStore :
l
1
: Master 1
! i
: Panaplay 1
! i
l
| Follower :
|
| Morpheus !
: System B2 EventStore :
! i
|
! i

Target Morpheus System (Sync Site Birmingham [BHX])

Note: In this example, the BXF services are shown as running on the
same physical host device on each site.
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Processing Agent Name: QServSocR-LON
Port:

Processing Agent Name: BxfSchedChangel DN
BXF Destination: BxfSchedServBHX

1
Host IP: 192.168.10.1

BXF Socket

Add as Destination
Source. BxfSchedServBHX
Dest: BxfSchedChangeLDN|

DestIP: 192.168.10.1
Dest Port:

Processing Agent Name: SchedServSocW-BHX
BXF Destination: BxfSchedChangel DN
1P 182.168.10.1

Port: Processing Agent Name: ExfSchedServBHX

System Name: A1
Dest. BXF Schedule Change Notifier Agent Name:
BxfSchedChangelLDN

Host IP: 192 168.20.1

BXF Socket

Reader

BXF Schedule Change Notifier
Service

BXF Socket

Cxe )

BXF Schedule Service

BXF Socket

Writer

Processing Agent Name: QServSocW-LON
BXF Destination: BExfSchedServBHX

IP: 192.168.20.1

Port: 3020

Host IP: 192.168.10.2

1 |
1 |
1 |
I |
Morpheus

1 |
i EventStore System A1 |
1 |
: Master :
1 |
: Panoplay :
1 |
1 |
I Follower |
1 |
I Morpheus |
: (S System A2 |

|
1 |
1 |
1 |

Source Morpheus System (Sync Site London [LDN])

Unsolicited
Schedule Updates
Source:
BxfSchedChangelDN
Dest: BxfSchedServBHX
Dest iP: 192.168.20.1
Dest Port: 3020

Reader

Processing Agent Name: SchedServSocR-BHX
Port: 3020

Host IP: 192,168.20.2

! i
! 1
! 1
|
Morpheus 1
l
| System BA EventStore :
|
1
: Master 1
! i
: Panoplay 1
! i
l
| Follower :
|
| Morpheus !
: System B2 EventStore :
! i
l
! i

Target Morpheus System (Sync Site Birmingham [BHX])

Fig. 2-31: Messaging Configuration Example: BXF Schedule Change Notifier Service

Note: In this example, the BXF services are shown as running on the
same physical host device on each site.
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Failure and Recovery Procedures

No failure recovery processes are incorporated into any of the synchronisation modes detailed
in this document.

Any transition from a live to a backup system must be instigated outside of the synchronisation
mechanisms, whether that be by manual means or otherwise.

IMPORTANT: Upon any failure, where a transition is required between
the live and backup system, then synchronisation must be stopped.
For instructions, refer to the details on the mode that is in use.
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Contact Us

Grass Valley Technical Support

UK Office

For details of our Regional Customer Support Offices please visit the Grass Valley website and
navigate to Support> Contact Support.

https://www.grassvalley.com/support

The department is staffed from 9.00am to 5:30pm Monday to Friday (excluding UK public holidays.
Outside these times, calls will be delivered to voicemail for follow up on the next working day.

Additional support is available outside these hours by purchasing a support contract, details of
which are available from the Grass Valley website and through the account manager.

Customers with an existing support contract should call their personalised number, which can be
found in the contract, and be ready to provide the contract number and details.


https://www.s-a-m.com/support/247-support 
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