m/grass valley

K2

Media Platform

K2 SUMMIT ¢

System Guide

Software Version 7.1

071-8726-00
www.grassvalley.com October 2009




Affiliate with the N.V. KEMA in The Netherlands

CERTIFICATE

Certificate Number: 510040.001
The Quality System of:

Thomson Inc, and it’s wordwide Grass Valley division affiliates DBA

GRASS VALLEY

Headquarters

400 Providence Mine Rd
Nevada City, CA 95959
United States

Kapittelweg 10
4827 HG Breda
The Nederlands

Rue du Clos Courtel

CS 31719

35517 Cesson-Sevigné Cedex
France

40 Rue de Bray

2 Rue des Landelles
35510 Cesson Sevigné
France

Carl-Benz-Strasse 6-8
67105 Schifferstadt
Germany

15655 SW Greystone Ct.

Beaverton, OR 97006
United States

7140 Baymeadows Way
Ste 101

Jacksonville, FL 32256
United States

1 rue de I’Hautil

Z.l. des Boutries BP 150
78702 Conflans-Sainte
Honorine Cedex

France

Spinnereistrasse 5
CH-5300 Turgi
Switzerland

10 Presidential Way
Suite 300

Woburn, MA 01801
United States

2300 So. Decker Lake Blvd.

Salt Lake City, UT 84119
United States

Technopole Brest-lroise
Site de la Pointe du Diable
CS 73808

29238 Brest Cedex 3
France

Brunnenweg 9
D-64331 Weiterstadt
Germany

Including its implementation, meets the requirements of the standard:

ISO 9001:2008

Scope:

The design, manufacture and support of video and audio hardware and software products and
related systems.

This Certificate is valid until:
This Certificate is valid as of:
Certified for the first time:

/Hr/ ?f‘.-’:::"‘ & M’:

. Pierre Sallé
President
KEMA-Registered Quality

June 14, 2012
June 14, 2009
June 14, 2000

The method of operation for quality certification is defined in the KEMA General Terms
And Conditions For Quality And Environmental Management Systems Certifications.
Integral publication of this certificate is allowed.

Ewmarlanca wou Can st
KEMA-Registered Quality, Inc.
4377 County Line Road
Chalfont, PA 18914

Ph: (215)997-4519

Fax: (215)997-3809

CRT 001 073004

Accredited By:
ANAB



grass valley

K2

Media Platform

System Guide

Software Version 7.1

071-8726-00
October 2009



Copyright

Disclaimer

U.S. Government
Restricted Rights
Legend

Trademarks and
Logos

Revision Status

K2 System Guide

Copyright © Grass Valley, Inc. All rights reserved. Printed in the United States of America.
Portions of software © 2000 — 2009, Microsoft Corporation. All rights reserved. This document
may not be copied in whole or in part, or otherwise reproduced except as specifically permitted
under U.S. copyright law, without the prior written consent of Grass Valley, Inc., P.O. Box
59900, Nevada City, California 95959-7900. This product may be covered by one or more U.S.
and foreign patents.

Product options and specifications subject to change without notice. The information in this
manual is furnished for informational use only, is subject to change without notice, and should
not be construed as a commitment by Grass Valley, Inc. Grass Valley, Inc. assumes no
responsibility or liability for any errors or inaccuracies that may appear in this publication.

Use, duplication, or disclosure by the United States Government is subject to restrictions as set
forth in subparagraph (c)(1)(ii) of the Rights in Technical Data and Computer Software clause
at DFARS 252.277-7013 or in subparagraph c(1) and (2) of the Commercial Computer
Software Restricted Rights clause at FAR 52.227-19, as applicable. Manufacturer is Grass
Valley, Inc., P.O. Box 59900, Nevada City, California 95959-7900 U.S.A.

Grass Valley, K2, Aurora, Summit, Dyno, Solo, Infinity, Turbo, Profile, Profile XP, NetCentral,
NewsBrowse, NewsEdit, NewsQ, NewsShare, NewsQ Pro, and Media Manager are either
registered trademarks or trademarks of Grass Valley, Inc. in the United States and/or other
countries. Grass Valley, Inc. products are covered by U.S. and foreign patents, issued and
pending. Additional information regarding Grass Valley, Inc. trademarks and other proprietary
rights may be found at www.grassvalley.com.

Other trademarks and logos used in this document are either registered trademarks or
trademarks of the manufacturers or vendors of the associated products, such as Microsoft®
Windows® operating system, Windows Media® player, Internet Explorer® internet browser,
and SQL Server™. QuickTime and the QuickTime logo are trademarks or registered

trademarks of Apple Computer, Inc., used under license therefrom.

QuickTime
Rev Date Description
November 23, Initial release of the K2 Media Client System Guide — 071-8460-00
2005
September 7, Update information for 3.1 release — 071-8460-01
2006
July 3, 2007 Update information for 3.2 release — 071-8460-02
September 7, Revised information for direct-connect storage, teaming, HotBins,
2007 software version 3.2.5 — 071-8460-03
January 11, 2008 Added information for capture services and Type Il motherboard —
071-8460-04
July 28, 2008 Added information for software version 3.2.7, XML Import capture

service, ancillary/data track specs ,MIBs — 071-8460-05

March 20, 2009 Version for K2 Summit Client, removed K2 Media Client-specific
information — 86231160

October 27, 2009 Added K2 Solo Media Server, MPEG-2, AVC-Intra and other
information for software version 7.1 — 071-8726-00

27 October 2009



Contents

Chapter 1

Chapter 2

Chapter 3

27 October 2009

FINding INfOrMation .......cooiiiiice e 11
Grass Valley ProdUCt SUPPOI .........vveiiieiiciieee ettt e e a e esinavae e e s 16
LI =] o (ol g LTS U] o] o o] o APPSR 16

Product Description

K2 Summit Production Client and K2 Solo Media Server features ...........cccccceeen...
Features of internal storage MOodelS .............uiiiiiiiiiiiie e
Features of external storage models....................

Product identification ...............

Front panel indicators .

REAI PANEI VIBW........eeiiiei ettt e e e e e e enaeeea e e enee

Considerations for first startup out 0f DOX.........ocueeiiiiiiiiiii e

K2 Summit Production Client and K2 Solo Media Server system overview....
Application System
Real Time System
Media control and PrOCESSING ... ..cciiiiurrieeeiiiiiee e e e eee e e e e s e e e e ssbar e e e e esaraeeaeeanns
Loop through, E t0 E, @nd fEedS .........eeiiiiiiii e
Ports used by K2 services..........cc.........
RAID drive numbering ..........cccccceeeeenne

Using K2 system tools
Configuration MaN@QET ..........ueeeiiiiuiiiee et e e e e e e e e e e e s e a e e s s naaeeaaeaas
Accessing Configuration Manager
Saving and restoring Configuration Manager Settings ..........ccccevviiieeeeniiiiieeeenn. 31
Restoring default Configuration Manager Settings ........cccccceeviiiiieeeiiiiiiieeeene 32
K2 System Configuration
Storage Utility

NetCentral ........covvvveveiniiiiee e,
Windows Remote Desktop CONNECHION ..........uuiiiiiiiiiiee e 35
SiteConfig — a ProductFrame application ..............coooriiiiiiiiiiie e 36

System connections and configuration

ADOUL NEIWOTKS ...ttt e
Control NEtWOrk deSCHPLION ........vviiee ittt eaeee e e
Streaming/FTP network description
Media (iISCSI) network description ........

Network connections ............cccoevveeeeeeennnee
Cable requirements
About network ports
Making NetWOork CONNECLIONS ........cccuiviiie it ee e

Network configuration............ccccocceeeeennnie
About network functionality
About modifying or restoring Network Settings...........cccoooueeireiiiiiiiee e
Configure network settings for a stand-alone K2 systems
Streaming video between K2 systems

Using FTP for file transfer .........ccccccceeveviiieveiiiiiieeeen
About the K2 FTP iNterface .......ccooi i
Limitations with compleX Media tyPes ......c..uuiiii i
Transferring between different types of SyStems ...
Transfer MECNANISMS ......couiiiiiiii e
FTP access and CONfiguration ...........c..eeeeiiiiiieriei i e e e
FTP access by automation ..........ccooiiiiieiiiiiiiiis e e
FTP SECUILY ...ttt ettt e et e e e e st be e e e e e nbae e e e e ennneeaaeeanns
FTP internationalization .............oooi i
FTP access by Internet EXPIOrer .........oooiiiiiiiiii e
FTP commands SUPPOIEA .........ceeiiiiiiieie ettt e e e
Using FTP on a K2 Nearling SAN ........oooiiiiiiiiiie et

K2 System Guide



Contents

Chapter 4

6 K2 System Guide

UsSING the HOLBIN SEIVICE ........eiiiieiiiiieiiee ettt e e e 59
About the HOtBIN SEIVICE .......ciiiiiee e 59
Prerequisite for using the HOtBIiN SEIVICE ........cceeviiiiiiiiiiie e 60
Configuring the HotBin service
HOtBIN SErviCe COMPONENTS........uiiiieeiiciiieee ettt e e e e e e esntbe e e e e e anraee s

Using the Pathfire Capture SEIVICE ..........ooiiiiiiiiiei e 64
About the Pathfire capture SErviCe ..........ccooueiiiiiiiiiiiee e 64
Prerequisites for using the Pathfire capture service.........c.cccoocoieeiiiiiiiieneeniees 64
Considerations for the Pathfire capture Service ...........ccovceeeeviiiieeeeiiciiiiee e
Configuring the Pathfire capture SErVICe .........cccvviveiiiiiiiiie e
Testing the Pathfire Capture SEIVICE .........cciviiii i
Pathfire capture service components.........

Pathfire capture service procedures...........ccccueeeennn.

Installing Pathfire Transfer Service software
Licensing Pathfire Transfer Service software
UsSING the DG CAPLUIE SEIVICE ....occiiiiiiiee e ettt e ettt e e e st e e e e e s
About the DG capture service
Prerequisites for using the DG capture SEIVICE .........ccueviieerriiieeee e 73
Configuring the DG CAPLUIe SEIVICE .....cccuuviieeieiiiiiee e e eiieeie et ee e seeeeeee e e 74

Testing the DG CAPLUIE SEIVICE ......covvvviiiireeeririeesiree st e e

DG capture SErviCe ProCEAUIES........ccoiiuiiee i e et e et e e e e e et e e

DG capture service components
Using the XML Import Capture SEIVICE .......uvvviiiiiiiieiie et

About the XML IMpPOort CAPtUre SEIVICE .......eeeirreeeiiiieiieie et

Prerequisites for using the XML Import capture service

Considerations for the XML Import capture service

Configuring the XML Import capture service.................

Testing the XML Import Capture SEIVICE.........ccciiiiiiiiei et

XML Import capture Service COMPONENES..........eiueerrireirierrenree e seeesee e
Using the P2 Import capture ServiCe .........cccocvveriveeirneenns

About the P2 Import capture Service .........ccccoeveevrnenn.

Prerequisites for using the P2 Import capture service...

Considerations for the P2 Import Capture SErViCe .........cccvveeeviiivieeeeeiiiieeeee e

Configuring the P2 Import Capture SErViCe .........ccvviieeiiciiieieeeeciiiee e eiiieee e e

Testing the P2 Import capture service............ccccceuveee...

P2 Import capture SErviCe COMPONENES .......uierireeiirieeeiee e e e
Licensing K2 capture Service SOftWAre..........ccoorvieiiiieiiiie e
PINNACIE SUPPOIT ...ttt e e e e snneeeeae
Compressed VB IMPOIT ........ccoiiiiee e et e e ee et e e e st e e e s esrae e e e s e ennes

About compressed VBI import processes

SPECIICALIONS ....eeiiiiiiiieie e nnes
QuickTime and Final Cut Pro SUPPOI .........eeiiiieiieeeiiee e
Connecting RS-422
CONNECHING GPL. ..ot

Managing Stand-alone Storage

About the internal storage SYSIEM........ccuviiii i
K2 Summit Production Client internal storage system
K2 Solo Media Server internal storage system

About the direct-connect storage system............cccce......

USING StOrage ULt .. ...eeeeiieiieei et
ADbOUL STOrage ULIITY .....c.ueieiii et
Opening Storage Utility ...........

Overview of Storage Utility
Checking storage SUDSYSIEM SAtUS.........uuiieieiiiiiie e e
Checking controller MICrOCOE ...........oceiiiuiiiiea e
About identifying diSKS.........ccoiiiiiiie e

27 October 2009



Chapter 5

Chapter 6

Chapter 7

27 October 2009

Identifying internal disks
(€12 A olo] gl o] 1T (oo LSRR
Check disk mode pages
Disabling a disk
Forcing a disk to rebuild
UNDING LUN ettt e e e e et e e e st n e e e e s enaeeeaeean
BiNd LUNS....oiiiiiiiii e

Changing RAID type for internal storage
Making a new media file system on a K2 Summit/Solo
Checking the media file SYSteM .........ccviiiiiiicie e
Cleaning unreferenced files and movies
Downloading controller microcode
Downloading disk drive firmware............c.cccoceeennns
Placing the K2 system into online mode

Managing stand-alone K2 systems with SiteConfig

About managing stand-alone K2 clients with SiteConfig............cccovvveeiiiiiieneenins 112
SiteConfig and stand-alone K2 system checklist ............ccccoooiiiiiiiiieeeee 112
System requirements for SiteConfig control point PC ... 113
About installing SItECONTIQG ........eeiiiee e 114
Installing/upgrading SIteCONfIG......ccciiiiiiiiie e e 114
Creating a system description for stand-alone K2 clients 116
Creating the control network for stand-alone K2 clients...........ccccceeeeeiiiiiieieesvinnen. 117
Creating the FTP/streaming network for stand-alone K2 clients (optional) ............. 119
Yo (o 1o o = [ (01U o RSP 120
Adding stand-alone K2 clients to the system description 120
Modifying stand-alone K2 client unassigned (unmanaged) interfaces................... 121
Discovering devices With SiteCoNfig .......cooeeiiiiiiiie e 123
AsSSIgNING diSCOVEIEA TBVICES ....uvviiiiiiiiiiiie ittt e e e bea e 124
Modifying stand-alone K2 client managed network interfaces ..............cccoccveeeeenee 125
Adding a control point PC placeholder device to the system description ...129
Assigning the control POINt PC ..o ....130
Making the host name the same as the device name ...........cccccoevvvveeeeeiiciieeee e, 131
Pinging devices from the control point PC ..........ccooiiiiiiiiii e 131
About hosts files and SiteConfig .. 132
Generating host tables for devices with SiteConfig.........ccccovviiiieiiiiiiie e, 132
Configuring deploymMeENt grOUPS .......ocioeiiiiiiie ettt e e e e e saeaeeaas 134
About deploying software for stand-alone K2 clients ..........ccccceeiiieeeniiiinieeennineenn 135

Managing K2 system software

AbOouUt K2 SYStEM SOfWAIE.....ccciiiiiiiiie ettt e e e e 137
Software components iNStalled..............eeiiriiiiie e 138

Installing Control Point software

Installing K2 software

Pre-installed software

Backup and recovery strategies

Administering and maintaining the

K2 system

ADOUL the WILE fIEI......coiiiiii i s 141

Enabling the WIite filter ..........cooiiiiiii e 142

Disabling the WIte filEer .......c.iiiieeie e 142

Committing a file to disk with write filter enabled..............cccoiiiii e, 142

[ Tot=T 0 1 o PRSP 143
Software VErsion ICEBNSES ..........uuiiiai et 143
Licensable options..............

Configuring K2 security

K2 System Guide

7



Contents

Overview Of K2 SECUNity FEALUIES........ooii it 145
Example: Setting up user access t0 biNS .......ccueeiiiiiiiiie e 146
Example: Setting up user access to channels..........cccovcvvveevciiieec e, 146
Security and user accounts

Configuring media access security for K2 bins ..........ccccccveeiiiiiiiinc e
AppCenter operations and media access security
FTP and media access SECUNLY ..........cccveveeriiiiereaennnns
K2 SANs and media access security
Protocol control of channels and media access security..................
Configuring channel aCCeSS SECUILY .......c.uvuiiieiiiiiiiee e ee e
K2 and NetCentral security CONSIerations ...........ccccvveeiveiiiiieeeeiciiieee e e e
Mapping a NetCentral administrator to the K2 administrator level ...
Microsoft WindOWS UPAALES .........ccuueiiiieiiiei e
Virus scanning policies.................
Network and firewall policies
Enabling and disabling the USB POrS........cccceiiiiiiieiiic e
Configuring auto log on
Regional and language settings

Chapter 8 Direct Connect Storage
Setting up direct-connect RAID SIOrage.......c.uvvviieiiiiiie et 159
Powering Up K2 RAID .....ooiiiiiiit ettt ettt e e a e et be e e e e e sannaae s 163

Appendix A Remote control protocols
Using AMP protocol to control K2 SYStEMS .........ooceeiiiiiiiiiiieeceeee e
Using VDCP protocol to control K2 systems......................
Using BVW protocol to control K2 systems............cccccceuee
Special considerations for automation vendors
[ P LU ST 111 g o [PPSR
RS-422 connections on the K2 Summit Production Client or K2 Solo Media Serverl71
Security and protocol CONIOL..........ooueiiii i 171

Appendix B Specifications
AC POWET SPECITICALION......cueiieiiei it a e e e e e e e aatraee s

Environmental specifications

Mechanical SPECIfICALIONS ........coiiiiiiiiee e eeaeeee s

Electrical SPeCIfiCAtiONS ..........eiiiiiieei e

Serial Digital Video (SDI)

GENIOCK REFEIENCE ...t e
System Timing

AES/EBU Digital AUAIO.......coiiiiiiiiiiee ettt e e saanee e
[ O (] o 01 7@ 011 11| PP
VITC Input/Output ............c......

RS-422 specification ...............

GPI 1/O specifications..............

Operational SPECIfICAtIONS .........eiiiiiiiiiiie e
Video codec description K2 Summit Production Client and K2 Solo Media Server183
Playout of multiple fOrmMats .........c.eeeeii i 184
Active Format Description (AFD) specifications 187
VBI/Ancillary/data track specifications....................... 194
INtErNAtIONANIZALION ...t s 198
Naming specifications for assets and bins ............cccocciviii i, 198
Video network PErfOrMAaNCE .........coiiiiiiiiiee e e e e 200
Supported file input/output formats on K2 Solo Media Server, K2 Summit Production

Client, aNd SAN ......ooiiiii e 200
MXF export behavior on K2 Summit Production Client and K2 Solo Media Server202
Media file system performance on K2 SyStemsS.........ccccveeeeviiiiieeeccciiieee e 202

8 K2 System Guide 27 October 2009



Appendix C

Appendix D

27 October 2009

Transition effects formats SUPPOrted ............oooiiiiiiiiiiiie e 203

Protocols SUPPOITEA. ........coo it e e eeeeee e 204

Transfer compatibility with K2 Summit Production Client and K2 Solo Media Server205

Control Point PC System reqUIr€MENLS ........ccuuvveeeeiiiiiieeeesiiieeeeeserveeeeesssieeeeaens 208
MIB SPECIfICALIONS ....eeiiiiiieiiie e et e e e e e e e e e st e e e e s sata e e e e s sntbaeeeesannees 209

K2 CHENE IMIBS ...ttt ettt ettt e et e e e entaeeeaeeeens 210

K2 Media Server MIBS.........oocueeiiiiiieiee e . 211

K2 Appliance (Generic Windows computer based) MIBs .212
................................................................................................................................ 213
Connector Pinouts
K2 Summit Production Client connector pinouts 216

AES AUIO ..t 216
RS-422 connector pinouts...................... 217
LTC CONNECIONS PINOULS....cciiiiiiiies ittt e e e ettt e e e eeite e e e e eataae e e e s srabaee e e s ssnbaeeaeeaannes 218
GPI 1/O CONNECLOr PINOULS ....couiiiiiiie e ettt e e e eeiiitie e e e ettt e e e e e st e e e e e st e e e e e s enaneeaeaan 219
K2 Media Client connector pinouts 220
RS-422 CONNECLOT PINOULS ... .eeeiiieieeieiieee et e et e e et e et e e e sanaeeeeeeeens 220
LTC CONNECLOIS PINOULS....ceiiiiiiee ittt e e ettt e ettt e e e et ee e e e e saeeeee e e e e eneeeeeeeeaneee 221
GPI /O CONNECLOr PINOULS ...oeiiiiiieeee ettt e e e e et ee e e e e enaeeeaeean 222
K2 Media Server CONNECLOr PINOULS ........ciieiiuiiiiieeiiiiiieeeeesiitie e e e e siaree e e e s ssenaeeeeaenns 223
Redundant server heartbeat cable ..o 223

Rack mounting
Rack-mount CONSIAEIAtiONS .........coiuuuiiiae e eee e et ee e eees
Rack mount hardware shipped with the K2 system
Mounting the Rack SHAeS.........ccccceeeiiiiiiiiiee e
Installing the K2 system on the rack mount rails .............cccocceeeiiiiiiie e cciiiiee e
Making Rack Slide AdjUSIMENLS ...........ooiiiiiiiiie e

K2 System Guide

9



Contents

10 K2 System Guide 27 October 2009



Finding Information

This manual describes K2™ systems and provides the information you need to go
beyond factory default settings and customize your system’s configuration to meet
your site-specific needs. The manual covers K2 Summit™ Production Client, K2
Solo™ Media Server, and K2 SAN devices.

How this manual is organized

27 October 2009

This manual is organized around the tasks required to install and configure K2
systems. The following chapters are included in this manual:

Chapter 1, Product Description

Chapter 2, Using K2 systemtools

Chapter 3, System connections and configuration
Chapter 4, Managing Stand-alone Storage

Chapter 6, Managing K2 system software

Chapter 7, Administering and maintaining the K2 system
Chapter 8, Direct Connect Storage

Appendix A, Remote control protocols

Appendix B, Specifications

Appendix C, Connector Pinouts

Appendix D, Rack mounting

K2 System Guide
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Finding Information

Getting more information

The following sections help you find the information you need in product manuals
and elsewhere.
For the installer of a K2 product with internal storage

If you areinstalling aK2 client with stand-alone internal storage or aK?2 Solo Media
Server, refer to documentation in the following sequence:

Find this document... In these locations... In these formats:
1 K2 Release Notes K2 product shipping box Printed
Grass Valley Website PDFfile
2 Quick Start Guide for the K2 product K2 product shipping box Printed
K2 Documentation CD PDF file
Grass Valley Website PDFfile
3 K2 System Guide K2 Documentation CD PDFfile
Grass Valley Website PDFfile

For the installer of a K2 client with direct connect storage

If you areinstalling aK2 client with stand-alone direct connect storage, refer to
documentation in the following sequence:

Find this document... In these locations... In these formats:
1 K2 Release Notes K2 product shipping box Printed
Grass Valley Website PDFfile
2 K2 Storage Cabling Guide K2 RAID shipping box Printed
K2 Documentation CD PDF file
Grass Valley Website PDFfile
2 Quick Start Guide for the K2 product K2 product shipping box Printed
K2 Documentation CD PDF file
Grass Valley Website PDFfile
3 K2 System Guide K2 Documentation CD PDFfile
Grass Valley Website PDFfile

12 K2 System Guide 27 October 2009



For the installer of K2 clients and K2 SAN shared storage

If you areinstalling a K2 SAN with connected K2 clients, refer to documentation in
the following sequence:

Find this document... In these locations... In these formats:
1 K2 Release Notes K2 product shipping box Printed
Grass Valley Website PDFfile
2 K2 Storage Cabling Guide K2 RAID shipping box Printed
K2 Documentation CD PDF file
Grass Valley Website PDFfile
2 Quick Start Guide for the K2 product K2 product shipping box Printed
K2 Documentation CD PDF file
Grass Valley Website PDFfile
3 K2 SAN Installation and Service Manual K2 Documentation CD PDF file
Grass Valley Website PDFfile
3 K2 System Guide K2 Documentation CD PDFfile
Grass Valley Website PDFfile

Quick Start Guide

Y ou receive this guide in the product packaging with your K2 product. The Quick
Start Guide provides step-by-step installation instructions for basic installation and
operation of your K2 product, including recording and playing clips.

Release Notes

The K2 Release Notes contain the |latest information about the software shipped on
your system. The release notes include software upgrade instructions, software
specifications and requirements, feature changes from the previous releases, and any
known problems. Because rel ease notes contain the latest information, they are
printed out and included in the K2 product shipping box, rather than included in the
Documentation CD-ROM. Y ou should always check the Grass Valley Website to
determine if there is an updated version of release notes available.

K2 Storage Cabling Guide

The cabling guide providesinstructions for K2 Storage Area Network cabling and
external configuration. The cabling guide provides instructions for each pre-defined
level of K2 SAN and covers both redundant and basic (non-redundant) systems. Y ou
can find the cabling guide packaged with the primary RAID storage chassis.

Documentation CD

Except for the rel ease notes, the full set of support documentation, including this
manual, is available on the K2 Documentation CD-ROM that you received with your
K2 product.

27 October 2009 K2 System Guide
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Finding Information

The K2 Documentation CD includes the following documents:

* K2 AppCenter User Manual — Provides instructions for configuring and operating
the media channels of product.

* Quick Start Guides — The Quick Start Guide provides step-by-step installation
instructions for basic installation and operation of the K2 product.

* K2 System Guide — Contains the product specifications and instructions for
modifying system settings.

* Service Manuals — Contains information on servicing and maintaining the K2
product.

* K2 SAN Installation and Service Manual — Containsinstallation, configuration, and
maintenance procedures for shared storage options.

» K2 Storage Cabling Guide — Contains diagrams for cabling the devices of the K2
Summit Production Client.

* RAID Instruction Manuals — Thereisan Instruction Manual for each type of RAID
storage devicethat can be apart of aK2 Summit Production Client. These manuals
contain procedures for configuring and servicing the device.

* Fibre Channel Switch Installation Manual — Contains information on configuring
and servicing the Fibre Channel switch.
On-line Help Systems

K2 AppCenter Help — In the AppCenter user interface menu bar select Help, then
choose AppCenter Help Topics from the drop-down menu.

SiteConfig Help — In the SiteConfig user interface menu bar select Help, then choose
SiteConfig Help Topics from the drop-down menu.

NetCentral Help — From the NetCentral interface select Help | NetCentral Help Topics.

NetCentral documentation
The NetCentral product has its own documentation set, described as follows:

* NetCentral Quick Start Guide — Provides an overview of theinstallation processto
quickly set up and run NetCentral.

* NetCentral Installation Guide — |dentifies requirements and proceduresto correctly
set up servers and devices, as well as provides detailed instructions to install and
configure NetCentral software.

* NetCentral User Guide — Describes how to use the NetCentral Manager to monitor
devices.

* NetCentral Help — From the NetCentral interface access on-line help. Select Help |
NetCentral Help Topics.
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Grass Valley Web Site

This public Web site contains all the latest manuals and documentation, and
additional support information. Use the following URL.

http://www.grassvalley.com.

27 October 2009 K2 System Guide 15
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Grass Valley Product Support

For technical assistance, to check on the status of aquestion, or to report new issue, contact
Grass Valley Product Support via e-mail, the Web, or by phone or fax.
Web Technical Support

To access support information on the Web, visit the product support Web page on the
Grass Valley Web site. Y ou can download software or find solutions to problems.

World Wide Web:  http://www.grassvalley.com/support/
Technical Support E-mail Address. gvgtechsupport@grassvalley.com.

Telephone Support

Use the following information to contact Product Support by phone.

International Support Centers
Our international support centers are available 24 hours a day, 7 days a week.

Support Center Toll free In country
France +800 80 80 20 20 +33148 252020
United States +1 800 547 8949 +1 530 478 4148

Authorized Local Support Representative

A local support representative may be available in your country. To locate a support
center during normal local business hours, refer to the following list. Thislistis

regularly updated on the website for Grass Valley Product Support

(http://www.grassvalley.com/support/contact/phone/).

After—hours local phone support is also available for warranty and contract

customers.

Region Country Telephone

Asia China +86 10 5883 7575
Hong Kong, Taiwan, Korea, Macau +852 2531 3058
Japan +81 3 6848 5561
Southeast Asia- Malaysia +603 7492 3303
Southeast Asia - Singapore +65 6379 1313
India +91 22 676 10300

Pacific Australia 1300 721 495
New Zealand 0800 846 676
For calersoutside Australia or New Zealand +61 3 8540 3650

Central America, | All +55 11 5509 3440

South America

North America North America, Mexico, Caribbean +1 800 547 8949

+1530 478 4148
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Telephone Support

Region Country Telephone
Europe UK, Ireland, Israel +44 118 923 0499
Benelux — Netherlands +31 (0) 3562 38 421
Benelux — Belgium +32(0) 233490 30
France +800 80 80 20 20
+33148252020
Germany, Austria, Eastern Europe +49 6150 104 444
Belarus, Russia, Tadzhikistan, Ukraine, Uzbekistan +7 095 258 09 20
+33(0) 233490 30
Nordics (Norway, Sweden, Finland, Denmark, Iceland) | +45 4047 22 37
+3223330002
Southern Europe — Italy Rome:
+3906 87 20 3528
; +39 06 8720 35 42.
Milan:
+3902 48 41 46 58
Southern Europe — Spain +34 91512 03 50
Switzerland +41 56 299 36 32
Middle East, Middle East +971 4 299 64 40
Near East, Africa
Near East and Africa +800 80 80 20 20
+33148 252020

(G Grass valley

END-OF-LIFE PRODUCT RECYCLING NOTICE

Grass Valley’s innovation and excellence in product design also extends to the programs we’ve established to
manage the recycling of our products. Grass Valley has developed a comprehensive end-of-life product take back pro-

gram for recycle or disposal of end-of-life products. Our program meets the requirements of the European Union’s
WEEE Directive, the United States Environmental Protection Agency, and U.S. state and local agencies.

Grass Valley’s end-of-life product take back program assures proper disposal by use of Best Available Technology.
This program accepts any Grass Valley branded equipment. Upon request, a Certificate of Recycling or a Certificate
of Destruction, depending on the ultimate disposition of the product, can be sent to the requester.

Grass Valley will be responsible for all costs associated with recycling and disposal, including freight. However,
you are responsible for the removal of the equipment from your facility and packing the equipment to make it
ready for pickup.

For further information on the Grass Valley product take back system please contact Grass Valley at

+ 800 80 80 20 20 or +33 1 48 25 20 20 from most other countries. In the U.S. and Canada please
call 800-547-8949 or 530-478-4148, and ask to be connected to the EH&S Department. Additional in-
formation concerning the program can be found at: www.thomsongrassvalley.com/environment

THOMSON

i &b d
images & beyond .
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Chapter 1

Product Description

The K2 Summit Production Client and K2 Solo Media Server are cost-effective
Broadcast Enterprise Serversthat incorporate IT server platform and storage
technologies to deliver a networked solution to facilities for ingest, playout, news
integration, sports, and media asset management. They provides a suite of user
applications and system tools.

Control
Point PC

K2 Summit Production Clients,
K2 Media Clients, and K2 Solo Media Server:

Operation, configuration, and
monitoring from a remote location

The K2 Summit Production Client and K2 Solo Media Server are designed for
“headless’ operation from aremote control point using Grass Valley Control Point
software. Y ou can aso use the Microsoft Windows Remote Desktop Connection
application on your PC to connect to the K2 system for configuration or
administration.

The K2 Summit Production Client and K2 Solo Media Server products are further
described in the following sections:

» “K2 Summit Production Client and K2 Solo Media Server features’ on page 20
» “Product identification” on page 22

» “Front panel indicators’ on page 23

» “Rear panel view” on page 24

e “K2 Summit Production Client and K2 Solo Media Server system overview” on
page 26
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Chapter 1 Product Description

K2 Summit Production Client and K2 Solo Media
Server features

The following features apply to the K2 Summit Production Client:

» Two or four channels per chassis

» SDI video inputs and outputs

» AES/EBU or embedded audio inputs and outputs.

» Redundant power supply, cooling fans for reliability

» System drive — compact flash protected by afile-based write filter
* RAID mediastorage

» Remote operation and configuration via AppCenter

» NetCentral™ providesremote error reporting and monitoring via SNM P (Optional
for models using local storage only)

» Gigahit Ethernet

* AMP, VDCP, and BVW remote control protocols supported

» Remote control over RS-422 or Ethernet

The following features apply to the K2 Solo Media Server:

» Two channels per chassis

» SDI video inputs and outputs

» AES/EBU or embedded audio inputs and outputs.

» System drive — compact flash protected by afile-based write filter
* RAID 0 mediastorage

» Remote operation and configuration via AppCenter

» NetCentral™ providesremote error reporting and monitoring viaSNM P (Optional
for models using local storage only)

» Gigahit Ethernet

« AMP, VDCP, and BVW remote control protocols supported
» Remote control over RS-422 or Ethernet

» ExpressCard
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Features of internal storage models

The K2 Summit Production Client and K2 Solo Media Server have bi-directional
video codecs, which means each channel supports both record and play operations.
Y ou can encode and decode video using the DV CPRO HD, DV CPRO 25/50, or

DV compression standards. Y ou can also decode MPEG-2. Optionsinclude MPEG-2
encode and AV C-Intra encode/decode. All channels support Standard Definition
(SD) video and, if licensed, each pair of channels can also support High Definition
(HD) video. For more information on available codecs, see “ Operational
specifications’ on page 182.

Y ou can play a sequence of clips of different compression standards and, if licensed,
HD and SD formats back-to-back on the sametimeline with no channel configuration
changes. Both HD and SD clips are played out in the format specified for the output
assigned to the channel. All clips are either up- or down-converted appropriately to
play on that output, and their aspect ratios are adjusted.

For the K2 Summit Production Client, stand-alone internal storage, stand-alone
external direct-connect storage, and external shared (SAN) storage models are
available.

Features of internal storage models

Aninterna storage K2 Summit Production Client can have eight mediadrives. A K2
Solo Media Server has two media drives. Compact Flash serves as the system drive.
Thismakesthe internal storage K2 system a self-contained, stand-al one unit, with no
external devicesfor storage connections required. Y ou can transfer mediain and out
of theinternal storage K2 system via Gigabit Ethernet. Y ou can also export mediato
amapped drive or USB-attached storage. With the K2 Solo Media Server, you can
also export media viathe ExpressCard.

Features of external storage models

The external storage K2 Summit Production Client contains only the Compact Flash
that serves as the system drive. There are no media drivesin an external storage K2
Summit Production Client. There are two types of external storage for media, as
follows:

» Shared storage— Multiple external storage K2 Summit Production Clients
connect to the K2 SAN via Gigabit Ethernet or Fibre Channel to share acommon
pool of storage.

* Direct-connect storage— A single K2 Summit Production Client with the optional
Fibre Channel board installed connects directly to its own external (non-shared)
RAID storage device. This makesthe direct-connect K2 Summit Production Client
a self-contained, stand-alone unit, with no external (non-shared) devices for
storage, audio, or video connectionsrequired. Y ou can transfer mediain and out of
the direct-connect K2 Summit Production Client via Gigabit Ethernet.
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Product identification

The K2 Summit Production Client has labels affixed to the chassis that provide
product identification as in the following diagram:

USB compartment
Serial Number (Compartment swivels up.)
(e.g. K2—01AA00010) Note: removing the bezel takes
This is also the factory the fans offline. Replace the bezel assembly
default hosthame within one minute to maintain system cooling.

The K2 Solo Media Server has labels affixed to the chassis that provide product
identification asin the following diagram:

Serial Number
(e.g. K2—01AA00010)
This is also the factory
default hostname
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Front panel indicators

Front panel indicators

With the front bezel in place, theindicator LEDs are visible. The LEDs indicate the
status of the machine. For example, when the Service LED is a steady yellow light,
this could signify that one of the power cablesisunplugged. For more information on
indicator LEDs, see the service manual for your K2 product.

0000000000000 000000000000000000

0000000000000 00000000000
OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO
0000000 0000000000000 O0OO00O00O 000000
OOOOOOOOOOOOOOOOOO 3 OOOOOOOOOOOOOOOOOOOOOOO
tmemsen) 50000 [e)e) b A
OOOOOOOOOOOOOOOOOO QTC\ OOOOOOOOOOOOOOOOOOOOOOO
Q9

99999999999999999999999& AQOOO900090099900999009090909999

K2 SUMMIT 22,7 =

Standby Power  Service

switch  LED LED

00000000000 (K2 SOLO

B 00858566868600000000

Disk Module =——S=79""0000000000000000000

LEDs ~0°0000000000000000000

= i 0000000000000000000

| 00000606066000000060

0000000000000000000

+-004 000000000000 0000000
_/_|_W

Standby Power Service
switch LED LED

27 October 2009 K2 System Guide 23



Chapter 1 Product Description

Rear panel view

The following drawings identify the rear panel connectors and components.

SDI video in and out supports embedded audio.

SDlin Do not use SDI out SDI monitor out.

Configurable to

: \A \ display timecode

LTC in/out

1)

\
AES AUDIO RS422

 SE=p @(@\@

AES audlo RS-422
(connect via optional
multi-connector cabl%/——\K
Channel 1 Channel 2 Channel 3 Channel 4

Aesauo.

oooo oooooooooooo
@ 35000) {0 @ (gocssssssoeee) (O O

5500000000000 N
| ooooooooooq S \
/ /_

RN ~1

Power Optional Fibre Channel IEEE UsB
card for connection to 1394  (keyboard,
direct-connect storage (Do not mouse)
or shared (SAN) storage use)

VGA Reference GPlI  Power
monitor Loop Thru**

Port 2: Media (iSCSI) A
Media Connection #1

—\ Port 3: Media (iSCSI) B
for redundant SAN
Media Connection #2

=
\i‘—’ \i_’ Sthared (SAN)
Lj_\ E\ s orage

Port 2: FTP/Streaming
Media Connection #1 — =]

/-T\ Q
Stand-alone direct-connect \i’
or internal storage

jds 4

'~ 100BT/1000! 1 DBT/1ODDBT/
Port 1: Control Port 4: Control

Port 1: Control A Port 4: Control B
Control Connection #1*  for redundant SAN
Control Connection #2*
*Control Connections are teamed and share the same IP address

Control Connection #1* (Optional)
Control Connection #2*

**Tri-level sync not supported
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Considerations for first startup out of box

SDI video in and out supports embedded audio.

SDlin Do not use SDI out SDI monitor out.
Configurable to
display timecode

soLoi/1 smo/ ucvolj LTC infout

AES AUDIO RSA22
000000000@00 0000
900000@0000@0 00000

K

AES audio ’ RS-422
(connect via optional ] o
multi-connector cable) /—_\
Channel 1 Channel 2

|IEEE
1394 (keyboard,
(Do not  mouse)
use)

VGA Reference GPI
monitor Loop Thru**

Power

Port 2: FTP/Streaming
Media Connection #1

i)\ua
Al
L JE dly

R

"~ 100BT/10001|,
Port 1: Control Port 4: Control
Control Connection #1* (Optional)

Control Connection #2*
*Control Connections are teamed and share the sal

**Tri-level sync not supported

Considerations for first startup out of box

When you receive a K2 system from the factory, one or more End User License
Agreements (EULAS) appear on the screen at first startup. Software licensing
agreements require that you accept these EULAs. When you do so, start up processes
can proceed. This behavior occurs only at first startup. Subsequent startups do not
exhibit this behavior.

The following are examples of the EULAS that you might see.
On aK2 Media Server, at first startup the following behavior occurs:

* A Windows Server 2003 End User License Agreement (EULA) opens on the
screen.
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K2 Summit Production Client and K2 Solo Media
Server system overview

The K2 Summit Production Client and K2 Solo Media Server are purpose-built
clients based on COM Express compact computer with dedicated systemsto provide
the video disk recorder functionality. This section explains the major architectural
blocks.

Application System

The K2 Summit Production Client and K2 Solo Media Server application system
architecture usesthe COM Expressform factor to providefunctionality similar to that
of standard PC-type computers. The carrier module contains a CPU module, built in
Ethernet, and USB ports. On the K2 Summit Production Client, the carrier module
also includes one PCle board dlot for expansion.

The Application system uses a Windows X P embedded operating system upon which
al internal storage K2 system applications run for configuration and control of the
unit.

Real Time System

Each channel hosts a complete Real Time system that provides the core video disk
recorder functionality. Primary components are as follows:

» Dedicated processor for media access and processing.

» Codec circuitsresponsible for encoding/decoding video and processing audio and
timecode, including the media-related input and output connectors.

The Real Time system uses a dedicated operating system. This operating system
manages all the hardware involved in controlling the flow of video, audio, timecode,
genlock, and GPI in and out of the K2 system.

Media control and processing

Thefollowing section explains how the Application system and the Real Time system
work together to provide K2 system functionality.

The high processing requirements of digital video can overwhelm the processor on a
standard desktop PC, resulting in wait-times that destroy the video' s essential
real-time aspect. The K2 system avoids this problem by providing dedicated systems
that isolate processing needs. The components that work together to provide this
functionality are asfollows:

The Application system is dedicated to control, configuration, and networking
functions that do not require real-time accuracy. The Application system has the
following components:

» Application software provides the user interface for operating the K2 system. The
software runs as Windows programs.

» TheMediaFile system managesclips. It includes adatabase that associatestheclip
with itsvideo, audio, and timecode files and a dedi cated fil e system (separate from
the Windows file system) that controls access to the raw data that makes up each
file. Any reading and writing of clips, beit through play and record operations or
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Loop through, E to E, and feeds

through file transfers and media streaming, is managed by the database. The
database and file system run as Windows programs.

The Storage system includes the mediadisk drives, controllers, drivers, and adapters
necessary for access and movement of the data. While the primary dataflow iswithin
the overall control of the Real Time system, some components and their
communication pathways cross over into the Application system. For example, the
mediadrives appear asthe V: drive to the Windows operating system.

TheReal Time system manages the media flow between the Storage system and the
inputs and outputs. The Real Time system has dedicated processors and
time-sensitive mechanisms to serve media processing needs while maintaining
real-time accuracy.

When you control play and record operations from within the Application system you
trigger achain of events that eventually crosses over into the Real Time system and
resultsin mediaaccess. The following sequenceisan example of thistype of chain of
events:

1. A user operates the Player application to play a particular clip. The Player
application asksthe MediaFile system for permission to accesstheclip. TheMedia
File system grants access. In shared storage models, the Media File system
enforces shared storage policies in order to grant the access. When accessis
granted, the Player application initiates play access to the clip.

2. The database identifies the files that make up the clip and the file system instructs
the Storage system to open access to the files.

3. The Storage system finds the raw data and opens the appropriate read access. At
this point both the Application system and the Real Time system are involved.
Windows controls the media drives and controllers, so the Real Time system
makes file requests to Windows and it causes the data to be transferred to buffers
on the Real Time processor. The datais then availableto the Real Time system so
that it can be processed at exactly theright time.

4. The Real Time system processesthe media, decompressesit, adjustsitstiming, and
moves it as required to play the clip as specified by the user.
Loop through, E to E, and feeds

Behaviorsrelated to input signals routed to output connectors are described in the
following sections. Also refer to Appendix A, Remote control protocols for
information regarding E to E commands.

Recording synchronous and asynchronous feeds
For best resultsin all workflows, use synchronous feeds, defined as follows:
 All outputs are locked to the house reference
» All inputs are genlocked to the house reference and at zero time

The SD-00 K2 MediaClient, the HD-00 K2 Media Client, the K2 Summit Production
Client and K2 Solo Media Server can record inputs that are asynchronous, with the
following considerations:

» Theencoder clock and the audio clock are derived from the input signal, which
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enabl es frame accurate recording of all inputs.

» Outputs are timed to the reference and if no reference is present, the output runs
free.

« |If theinput video rate does not equal the output video rate (asynchronous) then
video tearing or jumping can occur when input/output synch is critical, such asin
the following:

» K2 TimeDelay
» SD-00 or Summit E-to-E (LoopThru) mode
» HD-00 Loopback

Loop through (K2 Summit Production Client, K2 Solo Media Server, or SD-00 K2
Media Client)

The Player/Recorder application has a“E-to-E (LoopThru) mode” selection on the
Control menu. This mode applies when the channel isunder local AppCenter control
aswell aswhen it is under remote control, for all protocols.

This“E-to-E (LoopThru) mode” feature allowsyou to monitor the video that is being
recorded. Thevideo isrouted back essentially untouched. Any audio or timecode that
ison theinput video stream is till there on the loop through output. The K2 Summit/
Solo, or SD-00 K2 Media Client, and the loop through videos must be locked to a
video reference for the loop through feature to work properly. This“E-to-E
(LoopThru) mode” feature should not be confused with true E to E, such as that on
the SDA-00 K2 MediaClient. True E to E is not supported on theK2 Summit/Solo or
SD-00 K2 Media Client.

When “E-to-E (LoopThru) mode” is not selected, the channel behaves as follows:
» “PB” isdisplayed on the channel pane, next to the Timecode Source indicator.
» When no clip isloaded, black plays out.

» When arecord operation stops, Recorder becomes Player and the clip remainsin
the Player. The clip’s last frame plays out.

When “E-to-E (LoopThru) mode” is selected, the channel behaves as follows:
» “EE” isdisplayed on the channel pane, next to the Timecode Source indicator.

* When no clipisloaded, the signal that is currently present at the channel input
plays out.

» When arecord operation stops, Recorder stays Recorder and theclip remainsin the
Recorder. The signal that is currently present at the channel input plays out.
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Ports used by K2 services

Ports used by K2 services

Thefollowing ports are used by the applications and system tools of the K2 family of

products:
Port # Type of Service name Description
connection
20 TCP Can be FTP
mpgsession.exe,
mxfsession.exe,
gxfsession.exe, or
ftpd.exe
21 TCP ftpd.exe FTP data
161 UDP snmp.exe SNMP
162 UDP snmptrap.exe SNMP trap
3389 TCP Remote Desktop Used by SiteConfig.
3811 TCP Grass Valley Used by 3rd party applications to communicate
AppService using AMP protocol
18262 TCP GV ProductFrame Used by SiteConfig.
Configuration Service,
ProductFrame
Discovery Agent
Service
18263 UDP ProductFrame GV NetConfig Device Broadcast/Unicast
Discovery Agent Protocol. Used by SiteConfig. Sent by
Service ControlPoint, received by Devices
18264 UbP ProductFrame GV NetConfig Controller Protocol. Used by
Discovery Agent SiteConfig. Sent by Devices, received by
Service Control Point
49168 HTTP Grass Valley K2 System Configuration application connection
K2 Config between a control point PC and the K2 system
49169 TcP device configured. Both HTTP and TCP
connections are required. Most functions use the
HTTP connection, but afew functions that
require longer time periods use TCP.
49170 HTTP Grass Valley Transfer Manager connection between source
Transfer Queue Service  system and destination system.
49171 TCP Grass Valley AppCenter connection for connection between
AppService control point PC and K2 client/Solo.
49172 HTTP Grass Valley Connection for Storage Utility between the

Storage Utility Host

control point PC and the K2 system being
configured.
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30

RAID drive numbering

In the K2 Summit Production Client, internal RAID drives are numbered as follows.
Thisnumbering isdisplayed in Storage Utility. Y ou cannot seethelabeling onthe K2
Summit Production Client chassis RAID drive when you remove the fan module.

Disk2 Disk4 Disk7
Diskl Disk3 Disk6
DiskO Disk5
Drive numbering  Explanation

DiskO When configured as RAID 1, these two RAID drives make up LUN 0.
Disk1
Disk2 When configured as RAID 1, these two RAID drives make up LUN 1.
Disk3
Disk4 When configured as RAID 1, these two RAID drives make up LUN 2.
Disk5
Disk6 When configured as RAID 1, these two RAID drives make up LUN 3.
Disk7

In the K2 Solo Media Server, internal RAID drives are numbered as follows;

Disk0

Diskl

NOTE: K2 Solo Media Server drives are always configured as RAID 0.

When drives are configured as RAID 0, each drive is considered itsown LUN. As
such, the order of LUNs and drive numbers as displayed in Storage Utility does not
aways correlate with the position of drivesin the chassis.
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Chapter 2

Using K2 system tools

Topicsin this chapter include the following:
» “Configuration Manager”

e “K2 System Configuration”

» “Storage Utility”

* “NetCentra”

* “Windows Remote Desktop Connection”

» “SiteConfig — a ProductFrame application”

Configuration Manager

The Configuration Manager is the primary configuration tool for a K2 Summit
Production Client or K2 Solo Media Server. It makes settings that apply to the overall
internal storage K2 system as well as settings that apply to individual channels.

Configuration Manager settings are stored in a database. When the K2 system starts
up it reads the current settings from the database and configures itself accordingly.
When you modify a setting in Configuration Manager you must save the setting in
order to update the database and reconfigure the K2 Summit Production Client or K2
Solo Media Server.

Y ou can also save settings out of Configuration Manager into a configuration file,
which is a stand-alone XML file. Likewise, you can load settings into Configuration
Manager from aconfiguration file. However, you must use Configuration Manager as
the means to save the settings to the database before the settings actually take effect.
Configuration files are not linked directly to the database.

Y ou can use configuration files as ameansto back up your settings. Y ou can also use
configuration filesto save several different groups of customized settings, each with
aunigue name, so that you can quickly load settings for specialized applications.

For Configuration Manager procedures, refer to the K2 AppCenter User Manual.

Accessing Configuration Manager

Y ou access Configuration Manager through AppCenter from the local K2 Summit
Production Client, K2 Solo Media Server, or the Control Point PC. To access the
configuration settings, open AppCenter and select System | Configuration.

Saving and restoring Configuration Manager settings

Settings can be saved as a configuration file. Y ou can save any number of uniquely
named custom configuration files. Y ou can load a configuration file to restore system
settings.
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To save custom settings:

1

2.

3.

4.

In the Configuration Manager, click the save button.
The Save As dialog opens.

Use the up arrow or select foldersto navigate to the folder in which you want to
save the configuration file.

Enter a name for the configuration file.

Do not name the file DefaultConfig.xml, as this name is reserved for the factory
default configuration file. Otherwise, standard Windows 2000 and up file naming
restrictions apply.

Click save and Close.

To restore custom settings:

1

If you want to save current settings, you should save them as a configuration file
before continuing.

. In the Configuration Manager, click the Load button.

The Open dialog opens.

3. Usethe up arrow or select foldersto navigate to the custom configuration file.

. Select the custom configuration file.

5. Click open.

6.

The custom settingsareloaded into Configuration Manager, but they have not been
saved and put into effect.

Click ok to save and apply settings, and to close the Configuration Manager.

Restoring default Configuration Manager settings

Y ou can restore factory default settings as follows:

Restore some individual settings or groups of settings by selecting the Default
button which appears below the settings in the configuration screen.

Restore al the settings in Configuration Manager at once to their default values as
explained in the following procedure.

To restore all settings at once to their default values:

1

32 K2 System Guide

If you want to save current settings you should work through the previous
procedure “ Saving and restoring Configuration Manager settings’ before
proceeding.

. In the Configuration Manager dialog, click Restore.

The default settings are loaded into Configuration Manager, but they have not yet
been saved and put into effect.

. Click oK to save settings and close Configuration Manager.
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K2 System Configuration

The K2 System Configuration application (K2Config) is the primary tool for
configuring the K2 SAN software. Once the devices of the storage system are cabled
and are communicating on the control network, you can do all the configuration
required to create aworking K2 SAN using the K2 System Configuration application.
When you use SiteConfig for network configuration, you can import the SiteConfig
system description fileinto K2Config to get you started with your SAN configuration.

After your K2 SAN isinitialy installed and configured, asinstructed in the
installation and configuration chaptersin the K2 SAN Installation and Service
Manual, if you need to reconfigure the system you should do so using SiteConfig and
the K2 System Configuration Application. This enforces consistent policy and
sequencing for configuration tasks, which makes the system easier to maintain and
aids in troubleshooting should a problem arise.

The K2 System Configuration application runs on acontrol point PC and accessesthe
devices of the K2 SAN viathe control network. Y ou can configure the devices of the
K2 SAN asfollows:

» K2client and K2 Media Server — These devices are configured directly by the K2
System Configuration application.

» K2RAID storage devices— The K2 System Configuration application launches a
remote instance of Storage Utility, which configures RAID storage devices.
Storage Utility components run on the K2 Media Server and the configuration
actually takes place viathe Fibre Channel connection between the K2 Media
Server and the RAID storage device.

» Ethernet switches— The K2 System Configuration application can launch a
switch’s web-based configuration application.

To open the K2 System Configuration application do the following:

1. Onthe control point PC open the K2 System Configuration application shortcut on
the desktop. The K2 System Configuration application log in dialog box opens.

2. Log in using the designated administrator account for configuring K2 SAN
devices. By default thisaccount is as follows:

Username: Administrator
Password: adminK 2

3. The K2 System Configuration application opens.
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When you select a K2 storage
system, device, or subsystem
in the tree view...
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If you have one or more K2 SANs currently configured, the K2 System
Configuration application displays the systems in the tree view.

If you havenot yet configuredaK2 SAN, the K2 System Configuration application
openswith thetree view blank. Refer to theinstallation and configuration chapters
in the K2 SAN Installation and Service Manual to add and configure a new K2
SAN.

Y ou can expand and select nodes in the tree view to view K2 SANSs, individual
devices, and configuration settings. When you do so, the K2 System Configuration
application displays information as found in a configuration file, rather than
continuously polling devicesto get their latest information. The configuration file
issaved on the V: drive, along with the media files in the shared storage system.
The configuration file is updated and saved whenever you change a configuration
using the K2 System Configuration application. That iswhy you must always use
the K2 System Configuration application to change settings on the storage system,
so the most recently changed configurations will always be stored in the
configuration file and displayed.

Storage Utility

There are two versions of Storage Utility:

Storage Utility for the K2 SAN.
Storage Utility for stand-alone K2 systems

Thismanual explains Storage Utility for stand-alone K2 clients. Refer to the K2 SAN
Installation and Service Manual to learn about Storage Utility for the K2 SAN.
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NetCentral

NOTE: For shared storage, run Storage Utility only via the K2 System Configuration
application.

The Storage Utility is your primary access to the mediafile system, the media
database, and the media disks of the K2 Summit Production Client or K2 Solo Media
Server for configuration, maintenance, and repair. It islaunched from AppCenter
workstation.

CAUTION: Usethe Storage Utility only as directed by a documented

A procedure or by Grass Valley Support. I f used improperly, the Storage
Utility can render your K2 Summit Production Client inoperable or
result in theloss of all your media.

NOTE: Do not use the MegaRAID utility on a K2 system. This utility isfor use by
qualified Grass Valley Service personnel only. When this utility is opened it scansthe
SCS bus and interferes with record and play operations.

NetCentral

NetCentral is Grass Valley’s monitoring application. The NetCentral server
component runs on a NetCentral server PC, which could also be aK2 system control
point PC. Devicesreport status, primarily via Simple Network Management Protocol
(SNMP), to NetCentral on the NetCentral server PC.

Refer to NetCentral manuals get the NetCentral system installed and operating. Y ou
must install a NetCentral device provider on the NetCentral server PC for each type
of device you are monitoring.

NOTE: NetCentral isoptional if you are using a stand-alone K2 system only.
NetCentral isrequired if you are using a K2 SAN.

Windows Remote Desktop Connection

Y ou can connect toaK2 client, K2 Solo Media Server, or aK2 Media Server remotely
using the Microsoft Windows Remote Desktop Connection application. Do not use
the Remote Desktop Connection to access the PC running the Control Point software
or to access the AppCenter application; results may be unreliable. Also, take care
when accessing an online K2 system on which media accessis underway. The
additional load on network and system resources could cause unpredictable results.
Y ou can use either the name or the IP address to access the K2 system.

NOTE: Beforeyou can use the Remote Desktop Connection, you need network access
and permissions to connect to the K2 system.

To access the Remote Desktop Connection, follow these steps:

1. Click the start button on the Windows task bar

Press the Windows key , on the keyboard.

é«,

L

2. Select Programs | Accessories | Communications | Remote Desktop Connection. The
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Remote Desktop dialog box displays.

%2 Remote Desktop Connection

LComputer: K.2-MediaClisnt-1] w

[ Connect H Cancel H Help ] [ Optiong »» ]

3. Enter the name or | P address of the K2 system and click the Connect button.
Alternately, you can click the down arrow of the text box and browse for the K2
system or select a previoudly entered computer.

SiteConfig — a ProductFrame application

ProductFrameisan integrated platform of tools and product distribution processesfor
system installation and configuration. SiteConfig is a ProductFrame application and
it is the recommended tool for network configuration and software deployment.

Y ou can use SiteConfig as a stand-alone tool for planning and system design, even
before you have any devicesinstalled or cabled. Y ou can define networks, 1P
addresses, hostnames, interfaces, and other network parameters. Y ou can add devices,
group devices, and modify device rolesin the system.

Asyou ingtall and commission systems, SiteConfig runs on the control point PC. It
discovers devices, configures their network settings, and manages host files.
SiteConfig also manages software installations and upgrades and provides a unified
software package for deployment across multi-product systems.

Y ou should use SiteConfig for network configuration and software deployment at
installation and throughout the life of the system in your factility. This enforces
consistent policy and allows SiteConfig to capture changes, which makes the system
easier to maintain and aids in troubleshooting should a problem arise.

To open SiteConfig, do the following:
1. On the control point PC open the SiteConfig shortcut on the desktop.
The SiteConfig application opens.

36 K2 System Guide 27 October 2009



SteConfig — a ProductFrame application

Selecta Andatree Then selectanitem To display list
module... view tab... in the tree view...
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SiteConfig displays information from a system description file, whichisan XML

file.

SiteConfig has different modules that correspond to a system’s life-cycle phases,
such as network configuration and software deployment. Y ou can expand nodes
and select elementsinthetreeview and thelist view to view and modify networks,
systems, individual devices, software deployment, and configuration settings.
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System connections and configuration
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This chapter contains the following topics:
» “About networks’

* “Network connections’

» “Network configuration”

e “Using FTPfor file transfer”

e “Using the HotBin service”

e “Using the Pathfire capture service’

e “Using the DG capture service”

e “Using the XML Import capture service”
» “Licensing K2 capture service software”
* “QuickTime and Final Cut Pro support”
» “Pinnacle support”

» “Compressed VBI import”

» “Connecting RS-422"

» “Connecting GPI”
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About networks

The following section describe networks as they apply to K2 systems. Also refer to
the K2 SAN Installation and Configuration Guide for more detail ed information about
K2 SAN networking.

Control network description

The control network isfor communication between devices and components. It does
not have real-time mediatraffic or streaming/FTP mediatraffic. The control network
must be on adifferent subnet than the streaming/FTP network and the Media (iSCSI)
network. Static |P addresses with name resolution via host files are recommended for
the control network.

Streaming/FTP network description

The streaming/FTP network is for mediatransfers and FTP traffic. It must be on a
different subnet than the control network and the Media (iSCSI) network. Static IP
addresses with nameresolution via host filesare recommended for the streaming/FTP
network. Hostnames of network adapters that are dedicated to the streaming/FTP
network must be aliased in the host file with the _heo suffix. This directs the
streaming traffic to the correct port.

Media (ISCSI) network description

The medianetwork isexclusively for real-timeiSCSI traffic on aK2 SAN. It must be
on a different subnet than the control network and the streaming/FTP network.
Furthermore, its traffic is kept physically separate from that of other networks. This
separation is provided by dedicated ports, cables, and by a dedicated VLAN on the
Ethernet switch or by separate switches. Static | P addresses are required for the media
network. Name resolution is not necessary, so media network |P addresses are not
required in host files.
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Network connections

Use the information in this section as appropriate to connect the Gigabit (1GBaseT)
Ethernet network for your application:

» “Cablerequirements’
» “About network ports’

» “Making network connections’

Cable requirements
For making Ethernet connections, cabling must meet the following requirements:

» Use CAT5e or CAT6 cables. The maximum cable length is 50 meters for CAT5e
and 100 metersfor CAT6.

About network ports

When you receive aK2 Summit Production Client or K2 Solo Media Server from the
factory, it has a specific network configuration, including aloopback adapter and two
of the four Gigabit Ethernet ports configured as ateamed pair. The Gigabit Ethernet
ports, as viewed when looking at the rear panel, are represented in the following
illustration.

Media Media
Connection #1 Connection #2

iSCSI:
Redundant
SAN
storage

iSCSI:
SAN
storage

FTP/Streaming:
Internal and
direct-connect
storage

Control: Control:
Internal, Redundant
direct- SAN
connect, storage
and SAN
storage

Control Team: Same for internal, direct-
connect, and SAN storage.
1

Control Control
Connection #1 Connection #2

The K2 Solo Media Server is not supported for SAN (shared storage) connection.
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Making network connections

Connect network ports as appropriate for the K2 Summit Production Client or K2
Solo Media Server storage option, as follows:

Stand-alone storage K2 Summit/Solo network connections

AES AUDIO AES AUDIO

FTP/streaming ocoococoococ @ @ oooo ®) ocoocoooocoo
network | @oocooooeooco 00000 9000000000000
ccoooccoooocé
oooocoococoo
100BT/1000BT \GA

Control network Optional connection for
redundant control network

On aK2 Solo Media Server, an internal storage K2 Summit Production Client, or a
direct-connect storage K2 Summit Production Client, connect the control network to
port 1, which isthefirst port of the control team. If you have a FTP/streaming network,
it isconnected to port 2. Port 3 isnot used. In most cases port 4, which isthe second port
of the control team, isnot used, although it isavailable to provide additional redundancy
for the control network connection.

Basic shared storage (SAN) K2 Summit Production Client network connections

| SIN1 SDI INZO SDILIN3  SDIOUTT  SDIOUT2  1¢ /0 SDIIN1 SDIIN2() SDIIN3 ~ SDIOUT1  SDIOUT2  |1cy0

AES AUDIO RS422 AES AUDIO RS422

Media (iSCSI
) F{(;&%%mw&)}@ @{(&%&)@) @((;&%@mm%%)}@ @{(&f'g&}@)

Er
@ O\ (PSS SSSeneS 5
GPI m
ooooeooooo / g "\ / g "\

o
ﬁ,

100BT/1000BT VGA REF. LOOP THROLIGH

Control network Optional connection for
redundant control network

On anon-redundant shared storage (SAN) K2 Summit Production Client, connect the
control network to port 1, which is the first port of the control team. Port 2 must be
connected to themedia (iSCSI) network. Port 3isnot used. Port 4, which isthe second
port of the control team, is not used except asfollows: Port 4 may be used only if you
extend your control network to provide the same redundancy as that of a redundant
K2 SAN.

Refer to the K2 SAN Installation and Service Manual for more information.
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Redundant shared storage (SAN) K2 Summit Production Client network connections

AES AUDIO

N\ ~ & o \J “ @\ e
o@oooo@oo@o@ Media (iSCS|) 99090909000
| Qoo@o@oo@oooo network B

AES AUDIO

Media (iSCSI)
network A
9000000000008 ‘ 4 |=
i . ©)\'coo000000000 @ 1
A

00000 X X =

o°o°o°o°o° ! p H

100BT/1000BT \ VGA
Control network A Control network B

On aredundant shared storage (SAN) K2 Summit Production Client, you must
connect both ports of the control team. Connect control network connection A to port
1 and control network connection B to port 4. Y ou must also connect both media
ports. Connect port 2 to the A media network and port 3 to the B media network. The
media ports must not be teamed, as doing so interferes with failover functionality.

Refer to the K2 SAN Installation and Service Manual for more information.

Network configuration

This section contains instructions for configuring network connections as follows:

“About network functionality”

“ About modifying or restoring network settings’
“Configure network settings for a stand-alone K2 systems”
“Streaming video between K2 systems”

About network functionality
K2 networks support the following:

27 October 2009

Remote control and configuration of the internal storage K2 system using
AppCenter from a Control Point PC.

Remote control of theinternal storage K2 system using devices and applications
software developed for the K2 system that use industry standard remote control
protocols over Ethernet.

Stream media transfers between K2 systems and other supported Grass Valley
systems. Streaming transfersallow loading and playing aclip beforethe transfer is
complete.

Standard data network capability.
General networking tasks such as file sharing and mapping network drives.
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The procedures in this section guide you to relevant settings, but do not instruct you
on the specific settings required for your network. It is assumed that you understand
Ethernet networks in general and your particular network needs and that you can
apply that understanding to make the required settings using standard Windows
procedures. If you need help with these procedures, contact your network
administrator.

Refer to the K2 SAN Installation and Service Manual for network configuration
procedures for shared storage K2 clients.

About modifying or restoring network settings

Before configuring network settings, consider the following:

Writefilter — The K2 system hasawrite filter that must be disabled before making
anetwork configuration change. Refer to “ About the write filter” on page 141.

L oopback adapter — When you receivea K2 Summit Production Client, aK2 Solo
Media Server, or aK2 Media Client from the factory, it has aloopback adapter
installed. The loopback adapter allows the mediafile system to continue operating
if an Ethernet cableis disconnected. Do not modify the loopback adapter. If you
need to restore the loopback adapter, refer to the Service Manual for you model of
K2 client.

Theloopback | P addressis 192.168.200.200. K eep that | P addressreserved on your
network. Don't assign it to any other device. (If this causes conflicts with your
existing network, consult your Grass Valley representative.)

Hostname changes — If you change the host name, remote AppCenter and other
systems could have difficulty connecting. On a shared storage K2 client, Grass
Valley strongly recommends that you do not change the host name or | P address
unlessfollowing the documented procedure. For moreinformation, refer to the K2
SAN Installation and Service Manual.

Restoring factory default network settings— Several settingsare configured at the
factory and should never be modified. If you suspect settings have been changed,
you should reimage the K2 system to restore settings. Refer to the K2 Summit
Product Client Service Manual for recovery image and network configuration
procedures.

Configure network settings for a stand-alone K2 systems

K2 System Guide

CAUTION: The K2 system isnot a general purpose Windows

A workstation. The Windows configuration on the K2 system has been
specifically set for use as a real-time device. To avoid partial or total
system failure, do not modify any operating system settings unless
approved by Grass Valley, including but not limited to the following:
— Do not use the User Manager
— Do not use the Disk Administrator
— Do not load any third party software
— Do not install Windows updates
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Theinternal storage internal storage K2 system and the direct-connect K2 Summit
Production Client ship from the factory DHCP configured. If your control network
has DHCP/DNS and you are satisfied to use the factory default host name (whichis
the serial number), then no local configuration of the control connection is required.

If the Windows network settings for the stand-aloneinternal storage K2 system need
to be configured, you must have Windows administrator security privilegesonthe K2
system.

To configure network settings on a stand-alone internal storage K2 system, do the
following:

1. If you have not already done so, disable the write filter. Refer to “ Disabling the
write filter” on page 142.

2. Access the Windows desktop on the K2 system. Y ou can do thislocally with a
connected keyboard, mouse, and monitor or remotely viathe Windows Remote
Desktop Connection.

3. Open the Network Connections dialog box:
* Inthe Windows Classic view, select Start | Settings | Network Connections
* Inthe Windows XP view, select Start | Control Panel | Network Connections

4. Continue with standard Windows procedures to configure the TCP/IP protocol
properties. Y ou can set up the network using DHCP, DNS, WINS, or other
standard networking mechanisms.

NOTE: On small networks or networ ks with certain security policiesa DHCP server
or domain name server (DNS) might not be available. In this case you can set up a
static |P address and create a host file on each K2 system.

5. Configure the control connection on the stand-alone internal storage K2 system as
follows:

» Configure the network connection with the following name:

Control Team

The control team is GigE ports 1 (Control Connection #1) and 4 (Control
Connection #2) on the rear panel.

CAUTION: Under no circumstances should you modify the loopback

A adapter. Theloopback | P addressis 192.168.200.200. Keep that | P
address reserved on your network. Don’t assign it to any other device.
If this causes conflicts with your existing network, consult your Grass
Valley representative.

6. Configure the FTP/streaming connection (if needed) on the stand-alone internal
storage K2 system.

This connection must have an |P address that is on a different subnet from the
control connection. There are special name resolution requirements for the FTP/
streaming network.

Configure asfollows:

» Configure the network connection with the following name:
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Media Connection #1
Thisis GigE port 2 on the rear panel.

7. If prompted, shutdown and restart Windows.

8. If you are going to FTP/stream video between K2 systems, proceed to “ Streaming
video between K2 systems”; otherwise, the K2 system isready for standard data
networking tasks.

9. Enable the writefilter. Refer to “Enabling the write filter” on page 142.

Streaming video between K2 systems

Itisrequired that FTP/streaming traffic be on a separate subnet from control traffic
and, in the case of aK2 SAN with shared storage K2 clients, separate from media
(iSCSI) traffic. To reserve bandwidth and keep FTP/streaming traffic routed to
dedicated ports, | P addresses for FTP/streaming ports must have double name

resol ution such that hostnames are appended with the*_he0” suffix. Y ou can use host
tables or another mechanism, such as DNS, to provide the name resolution. This
directs the streaming traffic to the correct port.

In most K2 systems, network name resolution is provided by host tables, which are

found in hosts files. The following procedure describes how to set up hosts tables to
provide name resol ution for both the control network and the FTP/streaming network.
If you are using other mechanisms for name resolution, use the host table examples

hereto guide you. For shared storage K2 clients, also refer to the K2 SAN Installation
and Service Manual for adiscussion of host tables.

Setting up the K2 system for FTP/streaming transfer has the following network
requirements:

» For stand-alone internal storage K2 systems, the K2 machine is the source/
destination for FTP/streaming transfers. FTP/streaming traffic usesthe FTP GigE
port (Media Connection #1) on the K2 client.

» For K2 Summit Production Clients or K2 Media Clients with shared storage on a
K2 SAN, aK2 MediaServer isthe source/destination for FTP/streaming transfers.
FTP/streaming traffic usesthe FTP GigE port onthe K2 MediaServer. Notransfers
go to/from the shared storage K2 client directly.

» Somekind of nameresolution process must be followed. Y ou must either reference
host names through hosts files located on each networked device or edit the DNS
entries. To edit the DNS entries, see your network administrator. To set up host
files, see” Set up hostsfiles’ on page 46.

» The host name of al peer K2 systems and Profile XP systems must be added to a
Remote host registry using the K2 AppCenter Configuration Manager.

» Toimport to or export from a K2 system, both the source and destination must be
in the same domain.

Set up hosts files

Set up a hostsfile located in c:\\WMINDOWS\system32\driver s\etc\hosts on each K2
system. If youinclude the names and addresses of all the systems on the network, then
you can copy thisinformation to all the machinesinstead of entering it in the hosts
file on each machine.
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To provide the required name resolution for the FTP/streaming network, in the hosts
file each system that is atransfer source/destination has its host name listed twice:
once for the control network and once for the FTP/streaming network. The host name
for the streaming network has the extension “_heQ" after the name. The K2 systems
use this information to keep the FTP/streaming traffic separate from the control
traffic.

For FTPtransfersto/from aK2 SAN, transfersgo to/from K2 Media Serversthat have
therole of FTP server. No transfers go directly to/from the shared storage K2 clients
that are on the K2 SAN. So in the hosts file, you must add the “he_0” extension to a
K2 Media Server hostname and associate that hostname with the K2 Media Server’s
FTP/streaming network | P address.

To see an example, refer to the “ Sample K2 client configuration and hosts file” on
page 48. Otherwise, proceed with the following steps to set up your hostsfile.

On each K2 system, set up the hostsfile as follows:

1. If you have not already done so, disable the write filter. Refer to “ Disabling the
write filter” on page 142.

2. Open the following file using Notepad or some other text editor.
c:\WINDOWS\system32\driver s\etc\hosts

3. Enter text in two lines for each K2 system that is a transfer source/destination.

a. Typethe|P addressfor the control network, then usethe TAB key or Space bar
to insert afew spaces.

b. Typethemachine name, such ask2-Client. Thissetsup the host filefor resolving
the machine name on the control network. The machine name must not have any
spacesin it.

c. Onthenextline, typethelP addressfor the FTP/streaming network, then usethe
TAB key or Space bar to insert afew spaces.

d. Type the machine name followed by the characters“ _heQ”. Be sure to use the
zero character, not the letter ‘0’ . Refer to the following example:

00.16.42.10 K2-Client
00.0.0.10  K2-Client_heO

4, For systems that are not atransfer source/destination, the second line (for the FTP/
streaming network) is not required.

5. If there are UIM systems on the FTP/streaming network, make sure you follow the
UIM naming conventions. Refer to the UIM Instruction Manual.

6. Once you have added the host names for the all the systems on the networks for
which the host file provides name resol ution, save the file and exit the text editor.

7. Copy the hosts file onto all the other machines to save you editing it again.
Remember to disable the write filter on all K2 Summit Production Clients.

8. Enable the writefilter. Refer to “Enabling the write filter” on page 142.
9. Proceed to “Add host namesto AppCenter to enable streaming”.
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Sample K2 client configuration and hosts file

The following diagram illustrates one possible configuration setup, including a K2
system with stand-alone storage, K2 clients with shared (SAN) storage, and other
Grass Valley systems.

K2-Client-1
(shared storage)

K2-Client-2
(shared storage)

Note: The two media GigE ports are not used for
FTP/streaming. They are used for media (iISCSI)

K2-Media Server-1

Control Point PC

—-------J
. 10.16.42.101
|
r d
K2-Client 10.0.0.10 InsAoemmnn
(internal storage) . 10.16.42.102
o e all —
10.16.42.10 [ |
= networks only
10.0.0.60 = 10.0.0.22
Stand-alone .
NewsEditl
------‘
not shared storage
( %) 10.16.42.60 gummEEEm-
. 10.16.42.22
SAN_XP1 .
= mmmmmmnl
10.16.42.31 [ |
I N
10.0.0.32 = 10.16.42.23
-
SAN_UIM1 I O
10.16.42.32
I I Command/Control network

FTP/Streaming network

Other 3rd party devices

The following example shows the contents of a default Windows hosts file with
new lines added that match the | P addresses and host namesin the previous sample

diagram.

All lines beginning with a# are comments and can be ignored or deleted.

H OH H H HF

127.0.0.1

10.16.42.10
10.0.0.10

K2 System Guide

For example:
102.54.94.97
38.25.63.10

localhost

K2-Client
K2-Client heoO

rhino.acme.com # source server
X.acme.com # x client host

This is a sample HOSTS file used by Microsoft TCP/IP for Windows.
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10.16.42.101 K2-Client-1

10.16.42.102 K2-Client-2

10.16.42.22 K2-MediaServer-1
10.0.0.22 K2-MediaServer-1 he0
10.16.42.23 ControlPointPC
10.16.42.60 NewsEditl

10.0.0.60 NewsEditl heoO
10.16.42.31 SAN XP1

10.0.0.32 SAN XP1 he0 SAN UIM1 he0
10.16.42.32 SAN UIM1

Add host names to AppCenter to enable streaming

In K2 AppCenter, you must add the host names of all peer K2 systems on the network
that support streaming transfers. Adding host names is required to allow selection of
networked K2 systemsin the AppCenter user interface and to provide a successful
network connection for streaming. The host names added appear in the “Import” and
“Send to” dialog boxes.

NOTE: By default, the K2 system host name is the same as the Windows computer
name. To deter mine the K2 system computer name, right-click K2 Client or K2 Media
Server (My Computer) on the Windows desktop, then properties. Select the Network
Identification tab and look for the “ Full computer name” .

To add network host names:

1. Open AppCenter for the K2 client.

2. Inthe AppCenter toolbar, select System, then choose Configuration.

3. Select the Remote tab.

The Remote Settings dialog box displays, showing any network host names that
have been added.

4. Select Add, to open the Add Host dialog box, then do the following:

a. Select the Host name field, then enter the computer name of a peer K2 system.

Make sureto enter the exact computer name. Any differenceswill resultinbeing
unable to connect to the K2 system.

Add Host

Host name:

Contraller id: e
Cancel
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b. If you are using V DCP remote protocol to perform video network transfers, use
the following stepsto add a unique Controller ID for each host. Otherwise, you
can ignore this step and proceed to the next step.

- Select controller id field.

- Enter the controller ID of the K2 system, then select oK. Use a number
between 1 and 255 that is not assigned to any other K2 system.

c. Select ok in the Add Host dialog box.
5. Repeat the previous step for the remaining K2 systems.

6. In the Configuration dialog box, select OK to save settings.

Oncethehost names are added, the K2 system isready for streaming operation. For
information on transfer compatibility and supported formats, refer to Appendix B,
Specifications. For procedures on transferring media, refer to the K2 AppCenter
User Manual.

NOTE: If you havetrouble, try using the ping utility in the Windows command prompt
using either the IP address or host name. Troubleshoot as needed. Also, refer to the
Service Manual for your K2 system for troubleshooting procedures.

Using FTP for file transfer
This section includes the following topics:
“About the K2 FTP interface”
“Limitations with complex mediatypes’
“Transferring between different types of systems’
“Transfer mechanisms”

“FTP access and configuration”
“FTP access by automation”

“FTP security”

“FTP internationalization”

“FTP access by Internet Explorer”
“Using FTP on a K2 Nearline SAN”

About the K2 FTP interface

An application writer may choosetoinitiate mediafiletransfersviaFTP. TheK2 FTP
interface has a GXF folder and an MXF folder. Usethe appropriate folder, depending
onif you are transferring GXF or MXF. Refer to “FTP access by Internet Explorer”
on page 54 for examples.

The K2 FTP server runs on K2 Media Server that hastherole of FTP server. Whileit
also runs on the K2 Solo Media Server, stand-alone storage K2 Summit Production
Clientsand K2 Media Clients, it isimportant to understand that it does not run on
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Limitations with complex media types

shared storage K2 clients. When you FTP filesto/from aK2 SAN, you use the FTP
server on the K2 Media Server, not on the K2 client that accesses the shared storage
on the K2 SAN.

If clips are created by record or streaming on a K2 file system such that mediafiles
have holes/gaps, i.e. unallocated disk blocks, in them, then that clip represents a
corrupt movie that needsto be re-acquired. The K2 system handles corrupt movies of
this type on a best-effort basis. There is no guarantee that all available media,
especially media around the edges of the holes/gaps, is streamed.

Y ou can also apply K2 security features to FTP access. Refer to “ Configuring K2
security” on page 144.

NOTE: When using FTP in a shared storage environment, ensure that all FTP
communication takes place on the FTP/streaming network, and not on the Control
network.

Limitations with complex media types

» Depending on the system software versions of source and destination devices, it is
possible that lists or programs made from lists that contain movies with mixed
video compression types or mixed audio types cannot stream to other devices, nor
can they be exported to afile. Refer to release notes for the specific software
versions for details.

» MXF OP1A supportstransfer of simple mediatypesonly, which are asubset of the
K2 encode/decode/metadata capabilities. For example, MXF OP1A does not
support the transfer of complex clips, such as a subclip that spans two mediafiles.
Do not attempt MXF OP1A transfers of complex clips.

Transferring between different types of systems

While GXF transfer of media with mixed format (such as an agile playlist) is
supported between K2 systems, it might not be supported between aK2 system and a
non-K 2 system, depending on system software versions. Refer to the rel ease notesfor
the software version.

If using remote control protocolsto initiate transfers, refer to Appendix A, Remote
control protocols.

Also refer to “ Specifications’ on page 173.

Transfer mechanisms
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Y ou can move material between systems using the following mechanisms, each of
which offers adifferent set of features:

» Manual mechanisms— These are the AppCenter transfer features. Refer to the K2
AppCenter User Manual for AppCenter instructions. When transferring between
K2 systemsyou can browse and select filesfor transfer. When transferring between
K2 systems and other types of systems, one or more of the following might be
required, depending on software versions. Refer to release notes for the version
information:

- Specify the IP address, path, and file nameto initiate a transfer.
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- Add the remote host in Configuration Manager before the transfer.
- Enter machine names in compliance with UIM naming conventions.
» Automatic mechanisms, including the following:

» K2 FTPinterface — Thisinterface supports transfers via third party FTP
applications. For example, you can use Internet Explorer to transfer files
between a PC and the FTP interface on a stand-alone K2 Summit Production
Client or aK2 Media Server on the same network. For more information, refer
to “FTP access by automation” on page 52.

» Remote control protocols — Industry standard remote control automation
applications caninitiate transfers. The protocol command must be sent to the K2
client. Thisappliesto both stand-alone and shared storage K 2 systems. For more
information, refer to Appendix A, Remote control protocols.

FTP access and configuration

For basic LAN access, the following Grass Valley products can connect asan FTP
client to the K2 FTP server with no special configuration required:

» K2 Summit Production Client

* K2 MediaClient

» K2 Solo Media Server

» UIM-connected Profile XP Media Platform

For WAN access, contact your Grass Valley representative for assistance.

If the FTP client is not one of these Grass Valley products, contact the product’s
supplier or your network system administrator for assistance with configuring TCP
window scaling. Any computer that connects as an FTP client to the K2 FTP server
must have TCP window scaling enabled. Refer to http://support.microsoft.com/kb/
0224829/ for more information on this feature. Never set Tcpl13230pts without
setting TcpWindowSize. Also, Windows NT 4.0 does not support TCP window
scaling, but will still communicate with Grass Valley productsinaL AN environment.

FTP access by automation

Using FTP, third parties can initiate transfers between two K2 systems or between a
K2 system and another FTP server. Transfersof thistype areknown as*“passive” FTP
transfers, or “server to server” transfers.

If you are managing transfers with this scheme from a Windows operating system
computer, you should disable the Windows firewall on that computer. Otherwise,
FTP transfers can fail because the Windows firewall detects FTP commands and can
switch the IP addresses in the commands.

NOTE: You should disable the Windows firewall on non-K2 systems issuing passive
FTP transfer commands.

FTP security
Refer to “FTP and media access security” on page 149.
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FTP internationalization
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The K2 FTP interface supports clip and bin names in non-English locales
(international languages) as follows:

* Non-ASCII localized characters represented as UTF-8 characters.

» All FTP client/server commands arein ASCII.

* The named movie asset is Unicode 16-bit characters

» The K2 FTP client converts between Unicode and UTF-8 strings explicitly.
Also refer to “Internationalization” on page 198.

The Microsoft FTP client does not convert from a Unicode string to a UTF-8 string.
Instead, it passes the Unicode string to the FTP server directly, which can cause
errors. To avoid these errors, in the FTP command, every reference to the clip path
must bein UTF-8.

A specific language setting is required on the computer that hoststhe K2 FTP
interface. Thisrequirement appliesto aK2 Media Server, K2 Solo Media Server, and
astand-alone K2 client, as they all host the K2 FTP interface.

To make this language setting, do the following:

1. If you have not already done so, disable the write filter. Refer to “ Disabling the
write filter” on page 142.

2. Open the Regional and Language Options control panel.
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Regional and Language Dptions

Regional Options | Languages  Advanced |

~ Language for non-Unicode programs

Thiz system zetting enables non-Unicade programs to dizplay menus
and dialogs in their native language. |t does not affect Unicode
programs, but it does apply to all uzers of thiz computer,

Select a language to match the language verzion of the non-Unicode
prograrns pou want ko use:

|Engiish [United States) =]

i~ Code page conversion tables

[ 1140 (1B EBCDIC - U.5./Canads (37 + Evral)

O 1141 (1BM EBCOIC - Gemary (20273 + Eural]

O 1142 (IBM EBCDIC - DenmarkNomway [20277 + Eura)]
[ 1143 (IBM EBCDIC - Firland/Sweden (20278 + Evral)
[ 1144 (1B EBCDIC - Ikaly [20280 + E o))

O 1145 (IBM EBCDIC - Latin &mericasS pain (20284 + Evral) ;l

L ]

— Default uger account gettings

™ &pply all settings to the curent user account and bo the default
uzer profile

ak I Cancel | Lpply |

3. Onthe Advanced tab for the “Language for non-Unicode programs” setting, select
English (United States).

4. Click Apply and OK, and when prompted restart the computer to put the changeinto
effect.

5. Enable the write filter. Refer to “Enabling the write filter” on page 142.

FTP access by Internet Explorer

Y ou can use Internet Explorer to transfer files via FTP between a PC and the FTP
interface on a stand-alone K2 system or a K2 Media Server, so long as both source
and destination machines are on the same network.

Whilethe K2 FTP interface supports local languages, some international characters
arenot displayed correctly in Internet Explorer. Use only English language characters
with Internet Explorer.

To access FTP using Internet Explorer, use the following syntax in the Addressfield:
ftp://<username:password@hostnames>. The username/password can be
any account set up on the machine hosting the FTP interface. Also refer to “FTP and
media access security” on page 149 for information about accounts and FTP access.
The hostname can be the name of a stand-alone K2 client or it can be the name of a
K2 Media Server. (Y ou cannot make a FTP connection to a K2 client with shared
storage or to a K2 Control Point PC.)

Once you have logged in, the two virtual directories are displayed.
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_____ CBX

File Edit View Favorites Tools Help i

@Bad( = \myl ’ pSeardﬂ W= Folders v
Address ftpi2admin admink2E@k2MediaSerer v| Go Links >

Size | Type Modified
File Folder 10/25/2005 12:02 PM
Other Places File Folder 10/25/2005 12:02 PM

& Internet Explorer
B My Documents
|3 Shared Documents
!d My Metwork Places

GXF — Genera Exchange Format (SMPTE 360M). Thisisthe standard Grass Valley
file interchange format. Refer to specifications later in this manual for mediatypes
supported.

MXF — Media Exchange Format (SMPTE 377M). Refer to specifications later in this
manual for media types supported.

Inside the GXF and M XF folders you can see contents of the system.

File Edit View Favorites Tools Help ,\il?

@Bad( i \myl ’ pSeardﬂ W= Folders v
address  ftp://iK2MediaServer/ GXF/

v Go Links **

Mame = Size | Type Modified
I default File Folder 11/29/2005 2:08 PM
Other Places [CRecycle Bin File Folder 11292005 2:08 PM

& Internet Explorer
B My Documents
|3 Shared Documents
!d My Metwork Places

The subfolders are organized in typical Windows fashion, with columns denoting the
file’'s name, size, etc. The Size column refersto the clip duration (in video fields).

File Edit View Favorites Tools Help The Si | ,\il?
e 2IZe Column

@ Back - \myl :’ p Search || Folders v shows the clip

il - duration (in video fields)
Address frpiifkEMediaSerer/GRF idefaults L | i Go Links **

Mame = Size | Type Modified
=1 351KB File 1/30/2006 2:16 PM
Other Places 10secTrm 480 bytes  Fils 12/16/2005 1:29 PM
a g T 10secTrim_1 430 bytes F?Ie 12/19/2005 11:14 AlM
; 123 72.0KB File 12{14/2005 5:04 PM
() My Documents 1234 1.10KE Fils 12/15/2005 10:18 AM
2 351KB File 1/30/2006 2:37 PM

|3 Shared Documents

& My Netwark Places = 3 3.51KE File 1}30/2006 2:44 PM
4 3.51KE File 1}30/2006 2:53 PM
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Y ou can use Internet Explorer to drag afile from your stand-alone K2 system or K2
Media Server and drop it in afolder on your PC. Y ou can dso drag afile from your
PC and drop it in the appropriate folder on your stand-alone K2 system or K2 Media
Server.

Be careful not to mix files from the two types of file interchange formats. GXF files
can only be transferred to the GXF folder, and MXF files can only be transferred to
the MXF folder. If you try to drop aclip into the incorrect folder, the transfer fails.
For example, c1ipl.gxf can be dropped into the K2 -MediaSVR/GXF/
default/ folder, but not into the K2 -MediaSVR/MXF/default/ folder.
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The following table lists the FTP commands that the K2 FTP interface supports.
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FTP commands supported

FTP command name

FTP command description

K2 FTP support

USER User Name Supported
PASS Password Supported
ACCT Account Not supported
CWD Change working directory Supported
CDUP Change to parent directory Supported
SMNT Structure mount Not supported
REIN Reinitialize Not supported
QUIT Logout Supported
PORT Data port Supported
PASV Passive Supported
TYPE Representation type Supported
STRU File structure Not supported
MODE Transfer mode Not supported
RETR Retrieve Supported
STOR Store Supported
STOU Store unique Not supported
APPE Append (with create) Not supported
ALLO Allocate Not supported
REST Restart Not supported
RNFR Rename From Supported
RNTO Rename To Supported
ABOR Abort Supported
DELE Delete Supported
RMD Remove directory Supported
MKD Make directory Supported
PWD Print working directory Supported
LIST List Supported. Reportssizein
number of video fields.

NLST Name List Supported
SITE Site Parameters Supported
SYST System Supported
SIZE Size of file (clip) Supported. Reportssizein

Bytes.
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FTP command name FTP command description K2 FTP support

STAT Status Supported

HELP Help Supported

NOOP No Operation Supported

SYST System Supported

SIZE Size of file (clip) Supported. Reportssizein

Bytes.

STAT Status Supported

HELP Help Supported

NOOP No Operation Supported

Using FTP on a K2 Nearline SAN

A K2 Nearline SAN is considered an “offling’ system, asit has no media database
and is not capable of direct playout of media. Therefore, procedures that apply to
“onling” K2 SANs do not globally apply to the Nearline SAN. Thisincludes
procedures for streaming, import, export, and FTP.

Therulesfor transferring to/from a K2 Nearline SAN are asfollows:

» Transfer files only. Streaming media, asin AppCenter’s Import/Send to | Stream
feature, is not supported.

» K2 mediamust be transferred to/from the Nearline system as a GXF or MXF file.
» Passive FTP modeis supported. Y ou must use this mode for FTP transfers.

» |naddition to FTP transfers, you can also map shared drives and use basic
Windows networking to move files to/from a Nearline storage system.

* You should use the dedicated K2 FTP/streaming network.
Additional information about Nearline FTP is as follows:

o K2FTPprotocol supportsclip and bin namesin non-English locales (international
languages) using UTF-8 character encoding. Refer to specifications for
internationalization.

» The Nearline FTP interface does not have GXF and M XF folders to support
format-specific functionality, as does the K2 FTP interface for “onling” K2
systems. Thismeansthe Nearline FTP interfacetreats al files, including GXF and
MXF, as generic files with no particular consideration for any file format.
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Using the HotBin service

The following sections provide information for the K2 HotBin service.
» “About the HotBin service”

» “Prerequisite for using the HotBin service’

» “Configuring the HotBin service”

» “HotBin service components’

About the HotBin service

The functionality of the HotBin service is provided by the Grass Valley Import
Service. The HotBin service provides a way to automate the import of files as clips
into the K2 mediafile system and database. Thisissimilar to what happens when you
manually import files one at atime using K2 AppCenter import features, except with
the HotBin service the files are automatically imported. The HotBin service can
import any file or stream typethat is supported asaK 2 file-based import, as specified
in “Specifications’ on page 173.

By default, the HotBin service does not start automatically. If you have never
configured or used the HotBin service, the service (Grass Valley Import Service) is
set to startup type Manual. When you configure the HotBin service for the first time,
the service is set to startup type Automatic. However, if you upgrade or otherwise
re-install your K2 System Software, the serviceis re-set to startup type Manual.
Therefore, you must re-configure the service after K2 System Software upgrade/
reinstall in order to set the startup type back to Automatic.

Thereisno Grass Valley license required specifically for the HotBin service.

Before you can use the HotBin service, it must be configured through the K2 Capture
Services utility. The HotBin service must be configured on the K2 system that
receives the imported media. The K2 system that receives theimported media can be
aK2 Solo Media Server, a stand-alone K2 Summit Production Client, a stand-alone
K2 MediaClient, or the K2 Media Server with therole of primary FTP server onaK?2
SAN.

Once configured, the HotBin service monitors awatched folder (a HotBin). The
watched folder is aspecified source directory on asource PC. The watched folder can
be on a stand-alone K2 system, a K2 Media Server, aWindows PC, or a Macintosh.
Whenfiles are placed in the watched folder, the HotBin service importsthem asaclip
into the specified destination bin. Thedestination binisonthe K2 system that receives
the imported media and is within that K2 system’s mediafile system and database.

The HotBin service automatically creates sub-directories in the watched folder
(source directory), described as follows:

» Success — After the HotBin service successfully imports the files in the source
directory into the destination bin on the K2 system, it then moves those filesinto
the Success directory.

» Fail — If the HotBin service can not successfully import the files in the source
directory into the destination bin on the K2 system, it movesthefailed filesinto the
Fail directory.
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» Archive— If there arefilesin the source directory when the Hot Bin service first
starts up, it does not attempt to import those filesinto the K2 system. Instead, it
moves those filesinto the Archive directory. This occurs when you first configure
the Hot Bin service, if you manually stop/start the Hot Bin service, and when you
upgrade K2 system software.

Prerequisite for using the HotBin service
» K2 system software must be at version 3.2.56 or higher.

Configuring the HotBin service
When configuring the HotBin service, bear in mind the following considerations:

» You must be logged with administrator privileges on the local K2 system as well
as having the appropriate security permissions to access the source directory.

 |If using the HotBin service on aK2 SAN, the K2 Capture Services utility must be
onaK2 server thatisalsoan FTP server. If your K2 SAN hasmultiple FTP servers,
the utility must be on the primary FTP server.

» The"Cleanup Frequency” (purge) feature deletesfilesin the Success sub-directory
and in the Fail sub-directory. It does not delete files in the Archive sub-directory.

» Filesin the Success, Fail, and Archive sub-directories are “hidden” filesin
Windows Explorer. To see these files you must select Show Hidden Filesin the
Windows Explorer Folder Options dialog box.

 Itisrecommended that you keep the source directory and destination bin located
onthelocal V: drive, which istheir default location.

* If you requirethat the source directory and destination bin be on different systems,
system clocks must be synchronized. The Cleanup Frequency function dependson
accurate system clocks.

* If you specify adestination bin name that does not yet exist, the K2 system creates
it when files are transferred to it.

» HotBin imports are serialized. For example, if fourteen items are already queued
up from ordinary transfers, and you drop aclip into the HotBin, the HotBin clip will
get transferred asthefifteenth clip in the transfer queue. Unlike the normal transfer
process, the HotBin service does not queue the second clip until thefirst clipis
imported.

Grass Valley recommends that you use the HotBin service as demonstrated in the
following diagram.
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Using the HotBin service with an internal storage (Stand-alone) or D

o [2)
On the K2 system, On your system,
make the map a drive
source directory to the shared folder.
a shared folder.
arectory K 3¢ Vaped
Destination bin
=ty

K2 system (stand-alone)

Using the HotBin service with a K2 SAN

On the K2 Media Server, On your system
make the map a drive
source directory to the shared folder.

a shared folder.

K2 client (shared storage) “g Mapped

drive

Source directory-,

=)

Destination bin

K2 Media Server
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(3]

Transfer media files
from your system to the shared folder
on the mapped drive.

o

The HotBin service
automatically
imports files to the
destination bin

on the K2 system.

(3]

Transfer media files
from your system to the shared folder
on the mapped drive.

4]

The HotBin service
automatically
imports files to the
destination bin

on the K2 System.
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While not preferred, you can also use the HotBin serviceif the source directory ison
another system. The following table lists the requirements for accessing a source
directory located on various operating systems.

If your source ... and the source directory is on a shared folder on a mapped drive, you need:
directory is on:

Another Windows e Administrator privileges for the K2 system

system e A user account with log-in service rights for your system

Macintosh « Privileges aslisted above.

operating system » Theidentical user name and password on both systems. (For example, if you

have a Macintosh user named Jane, you would need to have a user named
Jane on your Windows system with the same password. From the Windows
Control Panel, select administrator tools | local security policy | user
rights assignment | log on as service and click Add new user.)

To configure the HotBin service (Grass Valley Import Service), follow these steps:

1. From the Start menu, access the Programs menu and select Grass Valley | K2
Capture Services.

If the write filter is enabled, a message appears that informs you about the write
filter and prompts you to restart.

2. If thewritefilter is enabled, restart as prompted, then repeat previous steps.
3. The K2 Capture Services utility dialog box is displayed. Click on the HotBin tab.

(G K2 Capture Services

Welcome  HotBin | Pathfiie | DG | ¥ML Impart

¥ Use HotBin

Source Directony: |V:\IMPDF|TS Open

Destination Bin: |V:\IMPDF|TS
Check Frequency: 5 E|; seconds QuickTime Impart Delay |15 El: seconds

Cleanup Frequency: 7 3: days

Apply Exit

4. Select Use HotBin.

5. Enter the paths to the source directory and destination bin. If the source directory
does not currently exigt, it will automatically be created.

6. Specify how often you want the folder checked for new files and the file deletion
age for filesin the Success and Fail sub-directories.

7. If the source directory is not on the local K2 system, a User Account dialog box
displays. Enter the user information that you use to access the source directory. If
part of adomain, enter the domain name.
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8. If necessary, configure QuickTime Import Delay.

This setting adjusts how long a QuickTime file must be idle (no data being written
to the file) before the HotBin begins to import the file into K2 storage. The
recommended setting is 15 seconds.

9. Click Apply.

A message appears that informs you about the write filter and prompts you to
restart.

10.Click oK.
The K2 system restarts.

The HotBin service checks the source directory for files. If files are present, the
HotBin service moves them to the Archive sub-directory. It does not import the
filesinto the destination bin on the K2 system.

11. Place files in the source directory to trigger the Hot Bin import processes.

HotBin service components

The following table describes the components of the HotBin service.

Name Description

HotBinservice(GrassValey  The service monitors a watched folder, also known as a source
Import Service) directory, that you specify. Files placed in this watched folder are
automatically imported into the K2 system by the HotBin service.

K2 Capture Services utility Configures the HotBin service

Source directory (HotBin) The watched folder that you can specify. Files placed in this watched
folder are automatically imported to the K2 system. By default, the
location of the source directory isv: /IMPORTS.

Check frequency Determines how often the source directory is checked for new files.

Cleanup frequency Determines how long afile remainsin the Success sub-directory or in
the Fail sub-directory. A file with afile-creation date older than the
specified number of daysis deleted.

Destination bin The clip bin on the K2 to which files from the source directory are
imported. By default, v: /IMPORTS.
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Using the Pathfire capture service

The following sections provide information for the K2 Pathfire capture service.
» “Prerequisites for using the Pathfire capture service’

» “Considerations for the Pathfire capture service”

» “Testing the Pathfire capture service’

» “Pathfire capture service components’

» “Instaling Pathfire Transfer Service software”

» “Licensing Pathfire Transfer Service software”

About the Pathfire capture service

The K2 Pathfire capture service provides away to have Pathfire-delivered content
automatically imported into a K2 system. The Pathfire capture service has awatched
folder. The watched folder is astandard file system directory that can be recognized
by the Windows operating system. The K2 system that hosts this directory (the
watched folder) appears as a destination in the Pathfire application on the Pathfire
system, so you can push the Pathfire-delivered content to the directory using the
Pathfire application.

When mediafiles arrive in the watched folder, they are detected by the K2 Pathfire
capture service. The capture service then goes into action and does the necessary
processing to import the media into the K2 media storage. Thisis similar to what
happens when you manually import media using K2 AppCenter import features. The
mediaisthen available asa K2 clip, ready for playout.

The K2 Pathfire capture service and its watched folder must be on a K2 system that
hosts the K2 FTP interface, asfollows:

» A stand-alone K2 system — When mediafiles are pushed to the watched folder,
the capture service imports the mediainto the internal media storage or
direct-connect media storage of the K2 system. The watched folder must be on the
K2 system's V: drive.

* A K2 Media Server with role of FTP server — When mediafiles are pushed to the
watched folder, the capture serviceimportsthe mediainto the shared media storage
of the K2 SAN. The watched folder must be on the K2 Media Server'sV: drive.

Prerequisites for using the Pathfire capture service

Before you can configure and use the Pathfire capture service, the following
requirements must be satisfied:

» K2 system software must be at aversion that supportsthe Pathfire capture service.
Refer to K2 Release Notes for information on Pathfire capture service version
compatibility.

» The K2 Pathfire capture service must be licensed on the stand-alone K 2 system or
onthe K2 Media Server. Thisis a Grass Valley software license.

» Pathfire Transfer Service software must be installed on the stand-alone K 2 system
or on the K2 Media Server.
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* The Pathfire Transfer Service software must be licensed on the stand-alone K2
system or on the K2 Media Server. Thisis a Pathfire software license. If you are
importing both HD content and SD content, two licenses are required.

» The K2 Pathfire capture service' s watched folder must be configured as a
destination for Pathfire-delivered content. Y ou do this configuration asapart of the
installation of the Pathfire Transfer Service software on the stand-alone K2 system
or on the K2 Media Server.

» The Pathfire system in your facility must be installed and operating correctly
before you integrate it with the K2 Pathfire capture service.

Use procedures later in this section as appropriate to satisfy prerequisites.

Considerations for the Pathfire capture service

When you are configuring and using the K2 Pathfire capture service, bear in mind the
following considerations:

* You must belogged inwith administrator privileges on the stand-alone K2 system
or the K2 Media Server as well as having the appropriate security permissions to
access the watched folder.

« |If using the Pathfire capture service on aK2 SAN, the K2 Capture Services utility
and the watched folder must be on aK2 Media Server that isalso an FTP server. If
your K2 SAN has multiple FTP servers, the utility must be on the primary FTP
server.

» After the capture service imports mediainto K2 media storage successfully, the
capture service immediately deletes the original media files from the watched
folder. If theimport fails, the original mediafiles areretained in the watched folder
for the number of days specified as the Cleanup Frequency.

» Thetransfer from the Pathfire system to the watched folder must be 100% complete
before the K2 Pathfire capture service begins the import into K2 media storage.

» Imports are serialized. For example, if you drop two clips of Pathfire-delivered
content into the watched folder, the Pathfire capture service does not queue the
second clip for import until thefirst clip isimported. Thisis different than the
ordinary K2 transfer process.

 Pathfire capture service imports are serialized with other K2 transfers. For
example, if fourteen items are aready queued up from ordinary K2 transfers, and
you drop Pathfire-delivered content into the watched folder, the import triggered
by the Pathfire capture service becomes the fifteenth clip in the transfer queue.

» When the Pathfire-delivered content becomesaK?2 clip, itisgiven 16 audio tracks
by default. If the original Pathfire-delivered content has less than 16 audio tracks,
the remaining audio tracks of the K2 clip are silent.

Configuring the Pathfire capture service

To configure the K2 Pathfire capture service, follow these steps:

NOTE: Once configured, the service deletes filesin the watched folder (source
directory) that are older than the specified cleanup frequency.
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1. From the Start menu, access the Programs menu and select Grass Valley | K2
Capture Services.

If the write filter is enabled, a message appears that informs you about the write
filter and prompts you to restart.

2. If thewritefilter is enabled, restart as prompted, then repeat previous steps.
The K2 Capture Services utility dialog box is displayed.

3. Click on the Pathfire tab.

If you have not yet licensed the Pathfire capture service, a“...start the process of
getting alicense now?’ message appears. Follow on-screen instructions to obtain
alicense. After licensing, restart the K2 Capture Services utility and continue with
this procedure.

2 x2 Capture Services E]@

Welcome] HotBin F‘athﬁrel DG ]XMLImport ]

W ze Pathfire

Source Directory: — [y\PATHFIRE Open

Destination Bin: |V:\PATHF|F|E

Check Frequency: ’G seconds

Cleanup Frequency: ’G days

Apply

4, Select Use Pathfire.

5. Enter the paths to the source directory and destination bin, which are defined as
follows:

» Source Directory — Thisis the watched folder. It is a standard file system
directory. It must be on the K2 system’s V: drive. When afileis placed in this
directory, the Pathfire capture service automatically importsit into the K2 media
storage.

NOTE: The directory you configure here as the Source Directory must be
configured as a destination for Pathfire-delivered content.

* Destination Bin— Theclip bin in the K2 media storage that receives the media
imported by the K2 Pathfire capture service. The destination bin isin the K2
media database and it appears in AppCenter asamediabin. The bin must be on
the K2 system’sV: drive. If you specify adestination bin name that does not yet
exigt, the K2 system creates it when files are imported to it.

6. For Check Freguency, it is recommended that you accept the default value. This
value specifies how often you want the capture service to check the source
directory for new files.
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7. For the Cleanup Freguency, it is recommended that you accept the default value.
This value specifies the maximum age of filesin the source directory. The capture
service deletesfiles that are older than this age.

8. When your Pathfire capture service settings are complete, click Apply.

9. A success message displays. Click oK. The Pathfire capture service starts up and
continues to run after you exit.

A message appears that informs you about the write filter and prompts you to

restart.
10.Click oK.

The K2 system restarts.

The service immediately checks the source directory for any files that are beyond
the specified cleanup age and deletes them from the directory.

Testing the Pathfire capture service
1. In the Pathfire application, drag Pathfire-delivered content onto the K2 system.

2. On the K2 System, open Windows Explorer, browse to the watched folder and
verify that the files have arrived from Pathfire. The transfer from Pathfire must be
100% complete before the K2 Pathfire capture service triggers the import into K2

media storage.

3. Open AppCenter and use Transfer Monitor to verify that thetransfer into K2 media

storage is underway.

4. After the transfer into K2 media storage completes, verify that the media appears

in the destination bin.

5. Playout the mediato verify that the import was successful.

Pathfire capture service components
The following table describes the components that support K2 Pathfire capture
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service functionality.

Name

Description

Grass Valley Pathfire Bin
service

Thisisthe Pathfire capture service. It is the service that does the
automatic import from the watched fol der (source directory) to the K2
media storage (destination bin).

K2 Capture Services utility

Configures K2 capture services.

Source directory

Thisisthewatched folder. It isastandard file system directory. When
afileisplaced in this directory, the Pathfire capture service
automatically imports it into the K2 media storage. By default, the
location of the source directory iSv: \PATHFIRE.

Check frequency

Determines how often (in seconds) the watched folder is checked for
new files.

Cleanup frequency

Determines how long (in days) afileremainsin the watched folder. A
filewith afile-creation date older than the specified number of daysis
deleted.
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Name Description

Destination bin Theclip bin in the K2 media storage that receives the mediaimported
by the K2 Pathfire capture service. The destination bin isin the K2
media database and appearsin AppCenter as amediabin. By defaullt,
it locationisVv: \PATHFIRE.

DMGtransfer.exe A program installed with Pathfire Transfer Service software. It
appears only in the Windows operating system Task Manager.

Pathfire EsdClient service A serviceinstalled with Pathfire Transfer Service software. It appears
in the Windows operating system Services control panel. Its status
should be Started, with startup type Automatic.

Pathfire logs Find Pathfire logs at C:\Program Files\pathfire\logs.

Catch server A generic term for aserver dedicated to the purpose of downloading,
capturing, and managing media content as it arrives via a specific
distribution mechanism at a broadcast or media production facility.
Examples of catch servers are a Pathfire DMG Server and a DG Spot
Box.

Pathfire capture service procedures

Use the following procedures as necessary to support the operation of the Pathfire
capture servicein your facility.

Recovery after a failed Pathfire transfer

If the transfer of the Pathfire-delivered content into the watched folder fails, the
Pathfire system manages the failure and reports errors. For some failure modes, such
as anetwork outage, there might be some *.tmp filesremaining in the watched folder
as aresult of the failed transfer. These files do not cause problems with subsequent
transfers. Once you correct the problem that caused the original failure, if you restart
the Pathfire transfer service and then transfer the same Pathfire-delivered content
again, thetransfer is successful. If the content is not transferred again, the * .tmp files
persist until manually deleted.

Installing Pathfire Transfer Service software

To support K2 Capture Service features for automatically importing mediafrom a
Pathfire catch server, Pathfire software must be installed on a stand-alone K2 system
or on aK2 Media Server. This software is Pathfire software, not Grass Valley
software. Likewise, itslicense is a Pathfire license, not a Grass Valley license.

Y ou must procure alicensefilefor the Pathfire license. Follow theinstructions on the
Software License sheet that you received from Grass Valley. Y ou must prepare atext
file with unique system identifiers and send the text file to Grass Valley in order to
received licensefiles.

Refer to K2 Release Notes for information on the compatible version of Pathfire
Transfer Service software.

NOTE: The Pathfire Transfer Service softwareinstall deletesfilesin C:\temp. If
you have any filesin C:\temp that you want to save, copy the files to a different
location before proceeding.
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Toinstall Pathfire software, you must run multiple installation programs, as directed
by the following procedures:

Install first DMG Master software

1. If installing on a K2 Summit Production Client or K2 Solo Media Server, disable
the write filter.

2. If you have any filesin C:\temp that you want to save, copy thefilesto a different

location.
3. Make the contents of the Pathfire Transfer Service CD-ROM accessibleto the K2
system.

4, Open DMGMASTERA40IT79.exe. The name of this file might change dightly,
depending on the version of Pathfire Transfer Service software.

Install Shield Wizard opens and extracts files for two sets of data. The entire
extracting processislessthan 3 minutes. When the process compl etes, the Pathfire
Digital Media Gateway Installation program opens and runs.

5. When the Welcome to the Install Shield Wizard for DM G window displays, click
Next to progress through the wizard.

6. When you arrive at the License Agreement window, click Yes.

7. IntheInstallation Type window, select Station Integration (3xx, 6xx) and then click
Next.

8. Inthe Enter Text window, enter the | P address of the Pathfire DM G Receive Server
from which you are pulling content as input for the K2 Pathfire capture service.

If anIPaddressisaready entered, it isthe | P address of the server as detected from
apreviousingall.

9. Oncethe P address of the Pathfire DM G Receive Server is correctly entered, click
Next.

A series of message boxes display for approximately twelve minutes as the
necessary “skins’ areinstalled. Once completed, the DM G Install Complete dialog
box displays.

10.Inthe DM G Install Complete dialog box, respond as appropriate to restart and
allow the K2 system to restart.

11.Continue with the next procedure “Install second DMG Master software”.

Install second DMG Master software
Prerequisites for this procedure are as follows:
» Thefirst DMG Master softwareisinstalled on the K2 system.

1. If installing on a K2 Summit Production Client or K2 Solo Media Server, disable
the write filter.

2. If you have any filesin C:\temp that you want to save and you have not already
done so, copy the filesto a different location.

3. If you have not already done so, make the contents of the Pathfire Transfer Service
CD-ROM accessible to the K2 system.
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4. Open DMGMASTER.exe.
Install Shield Wizard opens and extractsfiles.

The Pathfire Digital Media Gateway |nstallation program opens and runs
installation processes. This takes approximately two minutes. When installation
processes are complete, the DMG Install Complete dialog box displays.

5. Inthe DMG Install Complete dialog box, respond as appropriate to restart and
allow the K2 system to restart.

6. Continue with the next procedure “ Install DMG Transfer Service software”.

Install DMG Transfer Service software
Prerequisites for this procedure are as follows:

» Thefirst DMG Master software and the second DMG Master softwareisinstalled
on the K2 system.

Transfer Service hasthe capability to transfer HD content and SD content. However,
HD does not transfer to a SD destination nor does SD transfer to aHD destination.
Therefore, if both types of content flow through the Transfer Service process, they
each require their own destination.

1. If installing on a K2 Summit Production Client or K2 Solo Media Server, disable
the write filter.

2. If you have any filesin C:\temp that you want to save and you have not already
done so, copy thefilesto a different location.

3. If you have not already done so, make the contents of the Pathfire Transfer Service
CD-ROM accessible to the K2 system.

4. Open DMGTRANS-ER.exe.

Install Shield Wizard opens and extracts files, then the Pathfire Digital Media
Gateway |Installation program opens.

5. In the Information window, click Next.
6. In the Type window, select Server Connect for Programming and then click Next.

7. In the Destinations window, select Configure destination one and then click Next.
If SD and HD destinations are required, configure the SD first.

8. In the Enter Text window, type the name of the K2 system on which you are now
installing the Pathfire software.

This name does not have to match any DNS names or computer names. However,
it should be a name that is recognized when working in the Destinations window
of the Pathfire DM G application.

9. In the Destinations window, click Next.

10.In the next Enter Text window, type adescription that appliesto the K2 system on
which you are now installing the Pathfire software, and then click Next.

11.In the Transfer Engine window, select DirectConnect and then click Next.

12.In the Video Resolution window, select the video resol ution for this destination. If

70 K2 System Guide 27 October 2009



Licensing Pathfire Transfer Service software

SD and HD destinations are required, configure destination one for SD and
destination two for HD. Then click Next.

The Enter default output directory window dialog box opens.

13.Enter the path that specifies the K2 Pathfire capture service watched folder and
then click oK.

In the K2 Capture Services utility, this watched folder is labeled the Source
Directory.

14.In the Destinations window, do one of the following:

* If you require another destination (such asthe HD destination), select Configure
destination two and click Next. Repeat previous steps to configure the
destination.

« If al your required destinations are configured, select Done and then click Next.
After afew seconds of inactivity, a series of install windows flash.

When the install is complete the installation programs close and the Windows
desktop appears.

15.Restart (boot) the K2 system using the Windows operating system restart
procedure.

16.Continue with the next procedure “Licensing Pathfire Transfer Service software”.

Licensing Pathfire Transfer Service software

There are two licenses required for operation of the Pathfire capture service, as
follows:

» The Pathfire Transfer Servicelicense, as explained in this section. The license for
Pathfire Transfer Service softwareisa Pathfirelicense, not a Grass Valley license.
Y ou must license the Pathfire software on the stand-alone K2 system or the K2
Media Server.

» The K2 Pathfire capture service license, which is a Grass Valley license. Refer to
“Licensing K2 capture service software” on page 84.

Prerequisites for this procedure are as follows:

e Thefirst DMG Master software, the second DM G Master software, and the DM G
Transfer Serviceisinstalled on the K2 system.

» Youhave procured thelicensefile. Follow theinstructions on the Software License
sheet that you received from GrassValley. Y ou must prepare atext filewith unique
system identifiers and send thetext fileto Grass Valley in order to received license
files.

1. If installing on a K2 Summit Production Client or K2 Solo Media Server, disable
the write filter.

2. Copy the license file to C:\Program Files\pathfire\dmg\skippy\dat.
3. Click start | All Programs | StartUp | Transfer.

4. Press Ctrl + Alt + Delete. The Windows Security dialog box opens.
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5. Click Task Manager. Windows Task Manager opens.
6. In Task Manager, confirm that DMGTransfer.exe iS running.

7. Restart (boot) the K2 system using the Windows operating system restart
procedure.

The Pathfire softwareis installed and licensed.
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Using the DG capture service

The following sections provide information for the K2 DG capture service.
» “About the DG capture service’

» “Prerequisitesfor using the DG capture service’

» “Configuring the DG capture service’

» “Testing the DG capture service”

» “DG capture service procedures’

» “DG capture service components’

About the DG capture service

The K2 DG capture service provides away to have DG spots automatically imported
into a K2 system. The DG capture service watches for DG spots as they become

available on DG Spot Box. When an operator on the DG Spot Box assignsahouse |D
to aDG spot, the spot is detected by the K2 DG capture service. The capture service
then goesinto action and does the necessary processing to import the spot into the K2
media storage. Thisis similar to what happens when you manually import media

using K2 AppCenter import features. The spot isthen availableasaK?2 clip, ready for

playout.

The K2 DG capture service controls transfers and manages house |Ds for spots. In
order to track house | Ds, the K2 capture service createstwo instancesin the K2 media
database for each spot. One instance isin the destination bin. The other instanceisin
atracking bin. Playout and other normal media operations take place from the
destination bin. The tracking bin isused internaly by the DG capture service for
house ID tracking purposes. The tracking bin is not available for normal operations.

The DG capture service must run on a K2 system that hosts the K2 FTP interface, as
follows:

» A stand-alone K2 system — The K2 DG capture service imports DG spotsinto the
internal media storage or direct-connect media storage of the K2 system.

* A K2MediaServer withrole of FTP server — The K2 DG capture service imports
DG spotsinto the shared media storage of the K2 SAN.
Prerequisites for using the DG capture service

Before you can configure and use the DG capture service, the following requirements
must be satisfied:

» K2 system software must be at a version that supports the DG capture service.
Refer to K2 Release Notes for information on DG capture service support.

» The DG capture service must be licensed on the stand-alone K2 system or K2
Media Server. Thisis a Grass Valley software license.

» TheDG systeminyour facility must beinstalled and operating correctly beforeyou
can integrate it with the K2 DG capture service.

Use procedures later in this section as appropriate to satisfy pre-requisites.
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Configuring the DG capture service

When configuring the K2 DG capture service, bear in mind the following
considerations:

* You must belogged in with administrator privileges on the stand-alone K2 system
or the K2 Media Server.

* If using the DG capture serviceon aK2 SAN, the K2 Capture Services utility must
be on aK2 Media Server that isalso an FTP server. If your K2 SAN has multiple
FTP servers, the utility must be on the primary FTP server.

» Imports are serialized. For example, if two clips become available on the DG Spot
Box, the DG capture service does not queuethe second clip for import until thefirst
clip isfinished importing. Thisis different than the ordinary K2 transfer process.

» DG capture service imports are serialized with other K2 transfers. For example, if
fourteen items are aready queued up from ordinary K2 transfers, and a DG spot
becomes available for import, the import triggered by the DG capture service
becomes the fifteenth clip in the transfer queue.

To configure the DG capture service, follow these steps:

1. From the Start menu, access the Programs menu and select Grass Valley | K2
Capture Services.

If the writefilter is enabled, a message appears that informs you about the write
filter and prompts you to restart.

2. If the write filter is enabled, restart as prompted, then repeat previous steps.
The K2 Capture Services utility dialog box is displayed.

3. Click on the DG tab.

If you have not yet licensed the DG capture service, a“...start the process of
getting alicense now?’ message appears. Follow on-screen instructions to obtain
alicense. After licensing, restart the K2 Capture Services utility and continue with
this procedure.

G K2 C.apture.Service.s . . ; . . . E]@
¥ UseDG Destination Bin:
Catch Servers to monitar: [VADG
System Address System Type | Tracking Bin:
10.16.41.53 DG System [VADG_tracking
Capacity:
{500
Add 1 Remove
Apply ] Exit ]

4. Select Use DG.
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5. Enter the paths to the destination bin and the tracking bin, which are defined as
follows:

» Dedtination Bin— Thisistheclip bin in the K2 media storage that receivesthe
mediaimported by the DG capture service. The destination bin isdefined by the
K2 media database and appears in AppCenter as amediabin. The bin must be
onthe K2 system’'sV: drive.

» Tracking Bin— Thisisanother clip bininthe K2 mediastorage. Thishinisused
by the K2 capture service. It stores a second instance of each spot, for the
purpose of tracking house IDs. Y ou do not use it for normal K2 media
operations. The bin must be on the K2 system’s V: drive. If you specify abin
name that does not yet exist, the K2 system createsit when files are imported to
it.

6. Set the Capacity, which specifiesthe maximum number of DG spotsretainedin K2
media storage. When this maximum number is reached, the DG capture service
deletesthefive oldest spotsfrom the K2 media storage. Set the capacity to belarger
than the capacity of the DG Spot Box.

7. Click Add. The New Server Information dialog box opens.

™ New Server Information gj

System Address:

System Type:

+ DG System

or ] Cancel |

A

8. Enter the IP address of the DG Spot Box and click OK.

9. When your DG capture service settings are complete, on the K2 Capture Services
utility dialog box, click Apply.

10.A success message displays. Click ok. The DG capture service starts up and
continues to run after you exit.

A message appears that informs you about the write filter and prompts you to
restart.

11. Click OK.
The K2 system restarts.

Testing the DG capture service
1. On the DG Spot Box, assign ahouse ID to a spot.

2. On the K2 system, open AppCenter and verify that the media has been imported
into the destination bin.
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3. Playout the mediato verify that the import was successful.

DG capture service procedures
Usethefollowing procedures as necessary to support the operation of the DG capture
service in your facility.

Deleting a spot

If you want to delete a spot, you must delete for all instances of the spot in the proper
sequence so that no references to the house 1D remain. Use the following procedure:

1. In AppCenter, delete the spot from the destination bin.
2. In AppCenter, delete the spot from the tracking bin.
3. On the DG Spot Box, delete the spot.

DG capture service components

The following table describes the components that support K2 DG capture service
functionality.

Name Description

Grass Valley DG Capture Thisisthe DG capture service. It isthe service that does the automatic
service import of DG spotsto the K2 media storage.

K2 Capture Services utility Configures K2 capture services.

Destination Bin Thisisthe clip bin in the K2 media storage that receives the media
imported by the DG capture service. The destination bin isin the K2
mediadatabase and appearsin AppCenter asamediabin. Thebin must
be on the K2 system’s V: drive. By default, thelocation isv: \Da.

Shallow Copy Bin Thisisancther clipbininthe K2 mediastorage. Thishinisused by the
K2 capture service. It stores a second instance of each spot, for the
purpose of tracking house IDs. Y ou do not useit for normal K2 media
operations. The bin must be on the K2 system’s V: drive. By defaullt,
thelocation isv:\DG_Tracking.

Capacity The maximum number of DG spots retained in K2 media storage.
When this maximum number is reached, the DG capture service
deletes the five oldest spots from the K2 media storage.

Catch server A generic term for a server dedicated to the purpose of downloading,
capturing, and managing media content as it arrives via a specific
distribution mechanism at a broadcast or media production facility.
Examples of catch servers are a Pathfire DMG Server and a DG Spot
Box.
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Using the XML Import capture service

The following sections provide information for the K2 XML Import capture service.
e “About the XML Import capture service’

» “Prerequisites for using the XML Import capture service”

» “Considerations for the XML Import capture service’

» “Configuring the XML Import capture service’

» “Testing the XML Import capture service”

» “XML Import capture service components”

About the XML Import capture service

The K2 XML Import capture service provides a way to have media automatically
imported into a K2 system when it is pushed to the K2 system by athird party
application. The XML Import capture service has awatched folder. The watched
folder isastandard file system directory that can be recognized by the Windows
operating system. Y ou transfer the mediato the directory using the third party
application.

After all the mediafiles are finished being transferred to the watched folder, the third
party application then transfers an XML file to the watched folder. This XML file
definesthe mediafiles and specifies how they areto be assembled to createaK2 clip.
When the XML file finishes transferring to the watched folder, the capture service
goesinto action and validates the XML file to make sure it has the proper structure.
If the XML fileisvalid, the capture service then does the necessary processing to
createtheclipinthe K2 mediastorage. The mediaisthen availableasaK2 clip, ready
for playout.

The K2 XML Import capture service and its watched folder must be on a K2 system
that hosts the K2 FTP interface, as follows:

» Stand-alone K2 system— When media files and the XML file are pushed to the
watched folder, the capture service createsaK2 clip in the interna storage or
direct-connect media storage of the K2 system. The watched folder must be on the
K2 system’s V: drive.

o K2 Media Server with role of FTP server — When mediafiles are pushed to the
watched folder, the capture service createsaK 2 clip in the shared media storage of
the K2 SAN. The watched folder must be on the K2 Media Server'sV: drive.

Prerequisites for using the XML Import capture service
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Before you can configure and use the XML Import capture service, the following
requirements must be satisfied:

» K2 system software must be at a version that supports the XML Import capture
service. Refer to K2 Release Notesfor information on XML Import capture service
version compatibility.

» TheK2 XML Import capture service must be licensed on the stand-alone K2
system or K2 Media Server. Thisisa Grass Valley software license.
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» The application that pushes the media filesand XML file to the watched folder
must provide valid files according to K2 XML Import capture service
requirements. Developers of applications can contact Grass Valley Developer
Support for more information.

Use procedures in this section as appropriate to satisfy prerequisites.

Considerations for the XML Import capture service

When you are configuring and using the K2 XML Import capture service, bear in
mind the following considerations:

* You must belogged in with administrator privileges on the stand-alone K2 system
or the K2 Media Server as well as having the appropriate security permissions to
access the watched folder.

 If using the XML Import capture service on aK2 SAN, the K2 Capture Services
utility and the watched folder must be on aK2 Media Server that isaso an FTP
server. If your K2 SAN hasmultiple FTP servers, the utility must be on the primary
FTP server.

 After the capture service creates the clip in the K2 media storage successfully, the
capture service immediately deletes the original media files from the watched
folder. If theimport fails, the original mediafiles areretained inthe watched fol der
for the number of days specified as the Cleanup Frequency.

» Thetransfer of the mediafiles, then the XML file, must be 100% complete before
the K2 XML Import capture service beginsto create the clip in K2 media storage.
Configuring the XML Import capture service

To configure the K2 XML Import capture service, follow these steps:

NOTE: Once configured, the service deletes files in the watched folder (source
directory) that are older than the specified cleanup freguency.

1. From the Start menu, access the Programs menu and select Grass Valley | K2
Capture Services.

If the write filter is enabled, a message appears that informs you about the write
filter and prompts you to restart.

2. If thewritefilter is enabled, restart as prompted, then repeat previous steps.
The K2 Capture Services utility dialog box is displayed.

3. Click on the XML Import tab.
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(G K2 Capture Services <

Wwielcome | HotBin | Pathfiie | DG

v Usemilmpart

Source Directany: |V:\><m||mp0rt Open
Deestination Bin: |\.-';\><m||mport

Check Frequency: ’G zeconds

Cleanup Frequency: 7 3: days

Apply Exit

4. Select Use Xmlimport.

If you have not yet licensed the XML Import capture service, a“ ... start the process
of getting alicense now?’ message appears. Follow on-screen instructions to
obtain alicense. After licensing, restart the K2 Capture Services utility and
continue with this procedure. Make sure the write filter is disabled.

5. Enter the paths to the source directory and destination bin, which are defined as
follows:

» Source Directory — This is the watched folder. It is a standard file system
directory. It must be on the K2 system’ sV: drive. When mediafiles, then avalid
XML file, are placed in this directory, the XML Import capture service
automatically createsa K2 clip in the K2 media storage.

» Destination Bin— The clip bin in the K2 media storage that receives the media
processed by the K2 XML Import capture service. The destination bin isin the
K2 mediadatabase and it appearsin AppCenter asamediabin. The bin must be
ontheK2 system’sV: drive. If you specify a destination bin name that does not
yet exist, the K2 system createsit when the K2 clip is created.

6. For Check Frequency, it is recommended that you accept the default value. This
value specifies how often you want the capture service to check the source
directory for new files.

7. For the Cleanup Freguency, it is recommended that you accept the default value.
This value specifies the maximum age of filesin the source directory. The capture
service deletesfiles that are older than this age.

8. When your XML Import capture service settings are complete, click Apply.

A message appears that informs you about the write filter and prompts you to
restart.

9. Click oK.
The K2 system restarts.

The service checks the source directory for any files that are beyond the specified
cleanup age and deletes them from the directory.
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Testing the XML Import capture service
1. Place mediafilesinto the watched folder.

2. On the K2 System, open Windows Explorer, browse to the watched folder and
verify that the files have completed the transfer. The transfer must be 100%
complete before proceeding.

3. Placeavalid XML file into the watched folder.

4. On the K2 System, open Windows Explorer, browse to the watched folder and
verify that XML file has completed the transfer. The transfer must be 100%
complete before the K2 XML Import capture service triggers the processes to
create the K2 clip.

5. After the K2 clip is created, verify that the media appears in the destination bin.
6. Playout the mediato verify that the clip was successfully created.

XML Import capture service components

The following table describes the components that support K2 XML Import capture
service functionality.

Name Description

Grass Valley Import Service  Thisisthe service that provides the functionality for the XML Import
capture service. It isthe service that automatically createsthe K2 clip
from the mediafilesin the watched folder (source directory) and puts
the K2 clip in the K2 media storage (destination bin).

K2 Capture Services utility Configures K2 capture services.

Source directory Thisisthewatched folder. It isastandard file system directory. When
mediafiles, then avaid XML file, are placed in this directory, the
XML Import capture service automatically createsaK2 clipinthe K2
media storage. By default, the location of the source directory is
V:\XmlImport.

Check frequency Determines how often (in seconds) the watched folder is checked for
new files.

Cleanup frequency Determines how long (in days) afileremainsin the watched folder. A
filewith afile-creation date older than the specified number of daysis
deleted.

Destination bin The clip bin in the K2 media storage that receives the K2 clip created

by the K2 XML Import capture service. The destination binisin the
K2 media database and appears in AppCenter as amediabin. By
default, itslocation isV: \Xml Import.
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Using the P2 Import capture service

The following sections provide information for the K2 P2 Import capture service.
» “About the P2 Import capture service’

» “Prerequisites for using the P2 Import capture service”

» “Considerations for the P2 Import capture service”

» “Configuring the P2 Import capture service”

» “Testing the P2 Import capture service”

» “P2Import capture service components’

About the P2 Import capture service

The K2 P2 Import capture service provides away to have P2 media automatically
imported into a K2 system. The P2 Import capture service has awatched folder. The
watched folder is a standard file system directory that can be recognized by the
Windows operating system. Y ou transfer the mediato the directory and it isimported
into the K2 system.

The watched folder receives the nested directories that define P2 mediafor one clip
or multiple clips. After all the directories/files are finished being transferred to the
watched folder, the capture service goes into action and validates the P2 media to
make sure it has the proper structure. If the P2 fileisvalid, the capture service then
does the necessary processing to create the clip in the K2 media storage. The media
isthen available asaK?2 clip, ready for playout.

The K2 P2 Import capture service and its watched folder must be on aK2 system that
hosts the K2 FTP interface, asfollows:

» Stand-alone K2 system — When mediafiles and the P2 file are pushed to the
watched folder, the capture service createsaK2 clip in the interna storage or
direct-connect media storage of the K2 system. The watched folder must be on the
K2 system’s V: drive.

o K2 Media Server with role of FTP server — When mediafiles are pushed to the
watched folder, the capture service createsaK 2 clip in the shared media storage of
the K2 SAN. The watched folder must be on the K2 Media Server'sV: drive.

Prerequisites for using the P2 Import capture service

Before you can configure and use the P2 Import capture service, the following
requirements must be satisfied:

» The K2 system must support AV C-Intra. This requires that the AV C-Intra codec
card be installed.

» K2 system software must be at a version that supports the P2 Import capture
service. Refer to K2 Release Notes for information on P2 Import capture service
version compatibility.

» The K2 P2 Import capture service must be licensed on the stand-alone K2 system
or K2 Media Server. Thisis a Grass Valley software license.
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» The Panasonic storage device that is the source of the P2 mediamust be on a
separate PC and all Panasonic drivers must exist on that PC.

» Thedirectories/filetransferred to the watched folder must be valid files according
to P2 requirements.

Use procedures in this section as appropriate to satisfy prerequisites.

Considerations for the P2 Import capture service

When you are configuring and using the K2 P2 Import capture service, bear in mind
the following considerations:

* You must belogged inwith administrator privileges on the stand-alone K2 system
or the K2 Media Server as well as having the appropriate security permissions to
access the watched folder.

* If using the P2 Import capture serviceon aK2 SAN, the K2 Capture Services utility
and the watched folder must be on aK2 Media Server that isalso an FTP server. If
your K2 SAN has multiple FTP servers, the utility must be on the primary FTP
server.

* Youcansharethe K2 V: drive, so that the Panasonic storage device can accessvia
CIFS.

» P2 content can be dragged/dropped onto the V: drive watch folder from a
Panasonic storage device.

 After the capture service creates the clip in the K2 media storage successfully, the
capture service immediately deletes the original media files from the watched
folder. If theimport fails, the original mediafilesareretained in the watched folder
for the number of days specified as the Cleanup Frequency.

» Thetransfer of the directories/files must be 100% compl ete before the K2 P2
Import capture service begins to create the clip in K2 media storage.

» P2 content isimported as follows:
. A simple clip with striped timecode is created.
. Video (AVC-Intraand DV) track isimported and added to the clip
. Audio tracks are imported and added to the clip
. Thereisno P2 Import of metadata into the clip

Configuring the P2 Import capture service

To configure the K2 P2 Import capture service, follow these steps:

NOTE: Once configured, the service deletesfiles in the watched folder (source
directory) that are older than the specified cleanup freguency.

1. From the start menu, access the Programs menu and select Grass Valley | K2
Capture Services.

If the write filter is enabled, a message appears that informs you about the write
filter and prompts you to restart.
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2. If thewritefilter is enabled, restart as prompted, then repeat previous steps.
The K2 Capture Services utility dialog box is displayed.

3. Click on the P2 Import tab.

(G K2 Capture Services <

Welcome] HotBin] Pathfire] DG ]XMLImport F2 Import

v UseP2lmport

Source Directony: |V:\P2Imp0rt M

Destination Bin: | W AP2Impart

Check Frequency: 5 3: seconds

Cleanup Frequency: 7 3: days

Apply Exit

4. Select Use P2Import.

If you have not yet licensed the P2 Import capture service, a“ ... start the process of
getting alicense now?’ message appears. Follow on-screen instructions to obtain
alicense. After licensing, restart the K2 Capture Services utility and continue with
this procedure. Make sure the write filter is disabled.

5. Enter the paths to the source directory and destination bin, which are defined as
follows:

» Source Directory — Thisis the watched folder. It is a standard file system
directory. It must be on the K2 system’s V: drive. When valid P2 directories/
files are placed in this directory, the P2 Import capture service automatically
creates aK2 clip in the K2 media storage.

» Destination Bin— The clip bin in the K2 media storage that receives the media
processed by the K2 P2 Import capture service. The destination binisinthe K2
media database and it appearsin AppCenter asamediabin. The bin must be on
the K2 system’sV: drive. If you specify adestination bin namethat does not yet
exigt, the K2 system createsit when the K2 clip is created.

6. For Check Frequency, it is recommended that you accept the default value. This
value specifies how often you want the capture service to check the source
directory for new files.

7. For the Cleanup Freguency, it is recommended that you accept the default value.
This value specifies the maximum age of filesin the source directory. The capture
service deletesfiles that are older than this age.

8. When your P2 Import capture service settings are complete, click Apply.

A message appears that informs you about the write filter and prompts you to
restart.

9. Click oK.
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The K2 system restarts.
The service checks the source directory for any files that are beyond the specified

cleanup age and deletes them from the directory.
Testing the P2 Import capture service
1. Place P2 directories/filesinto the watched folder.

2. On the K2 System, open Windows Explorer, browse to the watched folder and
verify that P2 directories/files have completed the transfer. The transfer must be
100% complete before the K2 P2 Import capture service triggers the processes to
create the K2 clip.

3. After the K2 clip is created, verify that the media appears in the destination bin.
4. Playout the mediato verify that the clip was successfully created.

P2 Import capture service components

The following table describes the components that support K2 P2 Import capture
service functionality.

Name Description

Grass Valley Import Service  Thisisthe service that provides the functionality for the P2 Import
capture service. It isthe service that automatically createsthe K2 clip
from the mediafilesin the watched folder (source directory) and puts
the K2 clip in the K2 media storage (destination bin).

K2 Capture Services utility Configures K2 capture services.

Source directory Thisisthewatched folder. It isastandard file system directory. When
mediafiles are placed in this directory, the P2 Import capture service
automatically createsa K2 clip in the K2 media storage. By defaullt,
the location of the source directory isv: \P2Import.

Check frequency Determines how often (in seconds) the watched folder is checked for
new files.

Cleanup frequency Determines how long (in days) afileremainsin the watched folder. A
filewith afile-creation date older than the specified number of daysis
deleted.

Destination bin The clip bin in the K2 media storage that receives the K2 clip created

by the K2 P2 Import capture service. The destination bin isin the K2
media database and appearsin AppCenter as amediabin. By defaullt,
itslocationisv: \P2Import.

Licensing K2 capture service software

Licensing isrequired for K2 capture service software as follows:

» To use the Pathfire capture service, you must obtain a Pathfire capture service
license from Grass Valley.

» Tousethe DG capture service, you must obtain a DG capture service license from
Grass Valley.
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» Tousethe XML Import capture service, you must obtain a XML Import capture
service license from Grass Valley.

» Tousethe P2 Import capture service, you must obtain a P2 Import capture service
license from Grass Valley.

Licenses are requested through the K2 License Wizard and managed through the
SabreTooth License Manager, which are installed with K2 system software.

To start the licensing process, open the K2 Capture Services utility and on the tab for
your capture service, select the“Use...” checkbox. If you do not yet havealicense, a
“...start the process of getting alicense now?’ message appears. Click Yes and OK to
open the K2 License Wizard for the type of license. Refer to K2 Release Notes for
procedures and information on obtaining and managing licenses.

Pinnacle support

Pinnacle

The K2 system can automatically convert Pinnacle material into K2 clips as part of a
FTPtransfer or a HotBin import, as described in the following sections:

material that can be converted

A Pinnacle clip is stored as a folder on a Pinnacle M ediaStream server. The folder
structure for its MPEG program/system stream based content is as follows:

<folder> clipname
<file> header (contains Pinnacle clip metadata)
<file> ft (Pinnacle version of “Frame Index Table")
<file> info (File used to hold automation specific data. Not used by Pinnacle.)
<file> std (The MPEG program or system stream - essence/media)
Y ou have the following options for the Pinnacle material to convert:
» Convert only the media essence (the std file).

» Convert the metadata along with the media essence.

Import mechanisms

27 October 2009

Y ou have the following options for import/transfer mechanisms:

» K2 HotBin import — This method converts only the media essence. It does not
convert the Pinnacle clip metadata. Y ou drop the Pinnacle clip’s std fileinto aK2
HotBin. Then the K2 HotBin processimports, converts, and createsaK2 clip. The
K2 clip isavailable for playout when the process is compl ete.

» K2 FTPimport — This method converts only the media essence. It does not
convert the Pinnacle clip metadata. Y our third-party FTP client connectsto the K2
FTP server asanormal K2 FTP session and puts the Pinnacle clip’s std file.

* Pinnacle emulation K2 FTP import — This method converts the Pinnacle clip
metadata along with the media essence. Y our third-party automation vendor or
FTP client connects to the K2 FTP server with the Pinnacle specific login, creates
anew directory, and puts the Pinnacle clip filesin the new directory. The K2 FTP
server creates a corresponding K2 clip. The K2 clip is available for playout while
the content is being transferred. The K2 clip containstimecode, mark in/out points,

K2 System Guide

85



Chapter 3 System connections and configuration

and other metadata as defined by the Pinnacle clip metadata.

Enabling Pinnacle import

Y ou must configure the K2 Media Server or stand-alone K2 client system to detect
and convert Pinnacle material. To do this, the following registry value must be created
before importing the media:

HKEY_LOCAL_MACHINE\Software\Grass Valley Group\Streaming
REG_DWORD “ImportPinnacleStreams’ = 1

If, optionally, you want the K2 system to extract VITC timecode that is carried as
uncompressed VBI linesin the Pinnacle private data of the program stream, you must
create the following registry value before importing the media:

HKEY_LOCAL_MACHINE\Software\Grass Valley Group\Streaming
REG_DWORD “ExtractPinnacleVitc’ = 1

Similarly, if you want the K2 system to extract and demodul ate close-captioning or
teletext data from Pinnacle uncompressed VBI lines, you must create the following
registry value before importing the media:

HKEY_LOCAL_MACHINE\Software\Grass Valley Group\Streaming
REG_DWORD *“ExtractPinnacleCaptions’ = 1

Importing via K2 Hot Bin
1. If you have not already done so, configure a K2 HotBin.

2. Rename the Pinnacle clip’ s std file with your desired K2 clip name and a *.mpg
extension.

3. Drop thefilein the K2 HotBin.

Importing via K2 FTP

1. With your third-party FTP client, connectsto the K2 FTP server as a standard K2
FTP session.

2. Usethe FTP put command to transfer the Pinnacle clip’s std file with your desired
K2 clip name.

Use the following example as a guideline:
ftp mx-proto-bl4
Connected to mx-proto-bl4.
220 FTP Server (1, 0, 0, 1) ready.
User (mx-proto-bl4: (none)): administrator
331 Password required for user administrator.
Password:

230 Logged in, and aspect successfully set to MOVIE,
stream mode GXF.

ftp> bin
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200 Type set to IMAGE.
ftp> put std /MPG/V:/default/646405 IMX30 MXF IPN
200 PORT command okay.

150 Opening MOVIE mode data connection for /
explodedFile/V:/default/646405 IMX30 MXF IPN.

226 Transfer complete.

ftp: 54547968 bytes sent in 14.05Seconds 3883.25Kbytes/
sec.

ftp> quit
221 Goodbye.

Importing via Pinnacle emulation K2 FTP

1. With your third-party automation vendor or FTP client, connect to the K2 FTP
server asfollows:

e FTPusername: vf_server

» FTPpassword: .vf_server
The username and password are case sensitive.
2. Create adirectory named for the Pinnacle clip.
3. Put the following Pinnacle clip filesin the directory in the following order:
header
ft
info (optional)
std
Use the following example as a guideline:
J:\>ftp mx-proto-bl4
Connected to mx-proto-bl4.
220 FTP Server (1, 0, 0, 1) ready.
User (mx-proto-bl4: (none)): video fs
331 Password required for user video fs.
Password:

230 Logged in, and aspect successfully set to MOVIE,
stream mode PIN.

ftp> bin

200 Type set to IMAGE.

ftp> mkdir pinnacle clip

250 Command “XMKD pinnacle clip” succeeded.

ftp> cd pinnacle clip

250 Change of directory to explodedFile/V:/default/
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pinnacle clip successful, xfer mode PIN.

ftp> put header

200 PORT command okay.

150 Opening MOVIE mode data connection for header.

226 Transfer complete.

ftp: 132 bytes sent in 0.00Seconds 132000.00Kbytes/sec.
ftp> put ft

200 PORT command okay.

150 Opening MOVIE mode data connection for ft.

226 Transfer complete.

ftp: 393216 bytes sent in 0.11Seconds 3574.69Kbytes/sec.
ftp> put std

200 PORT command okay.

150 Opening MOVIE mode data connection for /
explodedFile/V:/default/pinnacle clip.

226 Transfer complete.

ftp: 56097960 bytes sent in 16.25Seconds 3452.18Kbytes/
sec.

ftp> quit
221 Goodbye.

Specifications for Pinnacle support
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Pinnacle clips do not indicate timecode as drop-frame. The K2 import assumes
non-drop-frame values.

The time-code used in the header file and recorded into the MPEG Video GOP
header starts out as 00:00:00:00 by default. If the option to extract VITC is not
enabled, or no VITC is detected on import, timecode extracted from the MPEG
Video GOP manifests as the timecode track for the imported K2 clip.

Pinnacle servers preserve non-MPEG-1 (Musicam) audio as Pinnacle-private
elementary streams within the program stream std file. Pinnacle clipsallow up to
8 channels of audio. On import the K2 system detects the private stream audio
packets when they are present and generates the appropriate K2 audio track(s).

When importing Pinnacle content recorded as an MPEGL system stream, any
Pinnacle-private audio from MPEG2 program stream based clipsis|ost.

The K2 system supports extraction of the following kinds of Pinnacle-private
audio:

* PCM-16, PCM-20 (PCM-20 is converted into PCM-24 on import)
» DolbyE and AC-3

If you enable the option viaregistry key, the K2 system examines specific VBI
lines when it detects Pinnacle-private VBI lines, asfollows:
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» Line21 (default, can be overridden viaregistry) is examined for the presence of
close captioning or SDP teletext. If detected, thisis appropriately de-modul ated
into EIA-608 close caption or OP-47 subtitling packets and inserted as ancillary
data packets into an ancillary data track on the imported clip.

» Line19-PAL and 14-NTSC (default, can be overridden viaregistry) isexamined
for the presence of VITC. If detected, thisis appropriately de-modulated into
SMPTE 12M compliant time-code valueswhich isinserted astime-code values
into the time-code track on the imported clip.

» Thefollowing appliesto the Pinnacle emulation K2 FTP import:

» All supported FTP commands, with the exception of those mentioned below,
respond as they do for aconventional K2 FTP session. For instance, commands
such as renames and del etes operate on K2 clips, directory listings revea K2
clips and bins, and so on.

» Navigation (cd) to K2 binsisallowed. By default, the default K2 bin isprojected
asthe FTProot.

* The MKD/XMKD command doesnot create aK 2 bin for the argument specified,
but merely retains the argument as the name of the K2 clip to be created based
on following STOR commands.

* The CWD/XCWD command does not allow navigation to aK2 bin. If the
Pinnacle clip name used in a previous MKD command is used as an argument to
CWD, the K2 FTP server does not internally navigate to that “bin”, but rather
merely returns a success status.

» The STOR command only honors ft, std, or header as arguments, or filenames
with a.mxf extension. When the K2 FTP server receives data for the std file it
creates a K2 clip with the name issued by a previous MKD/XMKD command.

Compressed VBI import

The K2 system can be set up to import Standard Definition (SD) Compressed VBI
closed captioning. Thefeature can be useful for workflowsthat include SD clipsfrom
Profile XP and other video servers, or for facilities transitioning from SD to HD. If
you are interested in this feature, contact Grass Valley Support to determineif itis
appropriate for your system design. If appropriate, Grass Valley Support can provide
you with the instructions to enable the feature.

About compressed VBI import processes

The K2 system extracts closed captioning by decoding the compressed video. The K2
system then inserts the extracted closed captioning as an SD ancillary datatrack into
the K2 clip. These processes occur as the material is being transferred into the K2
system.

These processes take place on the K2 device performing the import. Thiscan be a
stand-alone or SAN K2 system. During these import processes the CPU consumption
on the system performing the import is higher than with conventiona imports. Take
thisinto consideration when planning to use this feature.
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Specifications
The compressed VBI import is supported as follows:
» SD MPEG only.

» All formsof import are supported, such as FTP, automation protocols, AppCenter,
Capture services, and InSync.

* GXF, MXF, MPEG, and MOV imports extract closed captioning from SD
720x512 video.

» D-10/IMX SD MPEG video is supported
e SD 525 line (NTSC) closed captioning is supported
» SD 625 line (PAL) teletext is not supported

» Thefirst SD video track encountered is processed for compressed VBI. Multiple
video tracks are not processed.

* If theincoming video contains compressed VB lines but closed caption datais not
present, the resultant K2 clip has an ancillary datatrack containing “blank” closed
caption data. On playout, the blank closed caption datais inserted into the video,
but no closed caption is displayed for the video.

 If an MPEG program/transport stream contains both ATSC Closed Captioning
inserted into the M PEG pi cture user data and compressed VBI lines, the K2 system
ignores the compressed VBI lines and processes for the ATSC Closed Captioning
instead.

» The K2 system does not process the incoming video when the following occurs:
» The video does not contain compressed VBI lines
» Thevideo already contains an ancillary data track
» Thevideo is High Definition (HD)

» Thevideo isa GXF complex movie, such as a program or a playlist.

QuickTime and Final Cut Pro support

Whenever anew, ssimple, DV-format clip or AV C-Intraformat clip iscreated onaK?2
system, K2 software creates a corresponding QuickTime reference file. With the
QuickTime reference file you can open the K2 clip with QuickTime tools, such as
Final Cut Pro, for playback and editing. The QuickTime tool must be run on another
system. Running the QuickTime player or other QuickTime tools on the K2 Summit
Production Client, the K2 Solo Media Server, or the K2 Media Client is not supported.

For the most efficient workflow use K2 FCP Connect, Grass Valley’s product for
integration with Final Cut Pro. With K2 FCP connect you can quickly and easily
locate QuickTime files on the K2 SAN and then edit the QuickTimefilesfrom the K2
SAN without afiletransfer. Refer to the K2 SAN Installation and Service Manual for
complete details.
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Connecting RS-422

Y ou can control the K2 system with remote control devices and software devel oped
for the K2 system that use industry-standard serial protocols: AMP, BVW, and
VDCP. Make RS-422 connections for protocol control asillustrated:

Channel 1 Channel 2 Channel 3 Channel 4
RS-422 RS-422 RS-422 RS-422

ca0
ooooooooooooooooo

(©] (graovacsasose) O ©f(dBese)O  C(govscossoncon) O ©f(seo0e
[c2@c3]
e

@) [eXe]) @E‘E
= = = = |bdbd

Refer to the following for more information about RS-422 and protocol control:
» Appendix A, Remote control protocols

» K2 AppCenter User Manual to configure the K2 system for remote control.

Connecting GPI

The K2 system provides 12 GPI inputs, and 12 GPI outputs on asingle DB-25 rear
panel connector, asillustrated.

OOOOOOOOOOOOOOOOOOOOOOOOO

Also see the following related sections of this manual:

» “GPl I/O specifications’ on page 181
e “GPI I/O connector pinouts’ on page 219
Refer to the K2 AppCenter User Manual for GPI configuration procedures.
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Managing Stand-alone Storage

Topicsin this chapter include the following:
» “About the internal storage system”

» “About the direct-connect storage system”
» “Using Storage Utility”

About the internal storage system

A K2 Summit Production Client with internal drives for media storage or aK2 Solo
Media Server is a self-contained, stand-alone unit, with no external devices for
storage, audio, or video connections required.

K2 Summit Production Client internal storage system

The storage system on an internal storage K2 Summit Production Client includesthe
following:

Compact Flash — The Compact Flash boot media serves as the system drive of the
K2 Summit Production Client. The Windows operating system, applications, and
other standard computer software components reside on the system drive.

RAID drives— There are dotsfor eight RAID drives, located behind the front bezel
assembly in the front of the unit. These drives are for media storage. Eight media
drives are available. RAID 0 isavailable as an option from the factory. Mediadatais
written or “ striped” across media drivesin acontinuous fashion, which makesthem a
“stripe group”. This media stripe group appears as the V: drive to the Windows
operating system.

Disk controller board — The disk controller board provides the RAID functionality
for the internal disks. It is mounted horizontally in the front center of the unit. K2
Summit Production Clients with direct-connect storage or shared SAN storage do not
contain adisk controller board, as RAID disks are in the external RAID storage
devices.

RAID 1 — Drives configured as RAID 1 provide redundancy. Media drives can be
RAID 1 or RAID 0. Thetwo disksinaRAID 1 LUN are redundant partners. Any
singledisk inaLUN can fail and disk access can continue. When a disk fails, error
messages in the AppCenter StatusPane or in NetCentral inform you of the problem.
Y ou can then replace the failed disk. The dataiis rebuilt on the replacement disk and
redundancy is restored.

RAID 0 — Mediadrives configured as RAID 0 offer no redundancy. If any single
RAID 0 mediadrivefails, al dataislost on al mediadrives.

K2 Solo Media Server internal storage system
The storage system on a K2 Solo Media Server includes the following:
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Compact Flash — The Compact Flash boot media serves as the system drive of the
K2 Solo Media Server. The Windows operating system, applications, and other
standard computer software components reside on the system drive.

RAID drives— A K2 Solo Media Server contains 2 disk modules. Mediadatais
written or “ striped” across mediadrivesin acontinuous fashion, which makesthem a
“stripe group”. This media stripe group appears as the V: drive to the Windows
operating system. Disksare configured as RAID 0, so you can not remove and replace
adisk module while the K2 Solo Media Server isoperational. If adisk fails, you lose
al media

Disk controller board — The disk controller board provides the RAID functionality
for theinternal disks.

RAID 0— Disksare configured asRAID 0, so you can not remove and replace adisk
module while the K2 Solo Media Server is operational. If adisk fails, you lose all
media.

About the direct-connect storage system

A K2 Summit Production Client that is directly connected to an external K2 RAID
storage device for media storage is a self-contained, stand-alone unit.

The storage system on an internal storage K2 Summit Production Client includesthe
following:

Compact Flash — The Compact Flash boot media serves as the system drive of the
K2 Summit Production Client. The Windows operating system, applications, and
other standard computer software components reside on the system drive.

Fibre Channel card — The direct-connect K2 Summit Production Client has adirect
Fibre Channel connection to external K2 RAID. The K2 Summit Production Client
must have the optional Fibre Channel card installed to support this connection.

There are no internal RAID drives or adisk controller board in a direct-connect
storage K2 Summit Production Client.

RAID 5— Drives configured as RAID 5 provide redundancy. There are six disksin
one RAID 5LUN. A disk inaLUN can fail and disk access can continue. When a
disk fails, error messages in the AppCenter StatusPane or in NetCentral inform you
of the problem. Y ou can then replace the failed disk. The datais rebuilt on the
replacement disk and redundancy is restored.
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Using Storage Utility
This section includes the following topics:
» “About Storage Utility”
» “Opening Storage Utility”
» “Overview of Storage Utility”
» “Checking storage subsystem status’
» “Checking controller microcode’
» “About identifying disks”
e “Get controller logs’
» “Check disk mode pages’
» “Disabling a disk”
» “Forcing adisk to rebuild”
e “Unbind LUN"
e “Bind Luns’
» “Changing RAID type for internal storage’
» “Making anew mediafile system on a K2 Summit/Solo”
» “Checking the mediafile system”
» “Cleaning unreferenced files and movies’
» “Downloading controller microcode’
» “Downloading disk drive firmware”

» “Placing the K2 system into online mode”
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About Storage Utility

Y ou can use Storage Utility for general maintenance tasks on a stand-alone internal
storage K2 system. Refer to the K2 Service Manual for your K2 product for repair
procedures, such as those required to replace afailed drive. Also refer to “ Storage
Utility” on page 34 for agenera description of Storage Utility.

NOTE: Do not run Sorage Utility on a shared storage (SAN) K2 client. For shared
storage, run Sorage Utility only via the K2 system Configuration application, as
explained in the K2 SAN Installation and Service Manual.

The Storage Utility runs on either the local K2 system or from a Control Point PC. In
both cases the Storage Utility’ s primary functionality is hosted by the K2 system. The
Storage Utility uses the connection to the RAID disks for access and configuration.

A stand-alone K2 system runsin either an online mode or an offline mode. These
modes are required for Storage Utility operations. Online/offline modes are as
follows:

* Onlinemode— Thisisthe stand-alone K2 system’ snormal operating mode. When
the stand-alone K2 system isin the online mode and you open Storage Utility, you
can stay in this mode while you view the devices, LUNSs, and disks of the internal
storage system, but you can not configure the storage system. However, some
operations are avail able that do not configure the storage system, such asidentify
adrive (flash thedrive LEDSs), get controller logs, disableadrive, and forceadrive
to rebuild.

» Offlinemode— In thismode the stand-alone K 2 system channel s are disconnected
and all media access operations are disabled. Y ou are prompted to put the
stand-aone K2 system into offline mode when you select an operation that
configures the storage system. When the stand-alone K2 system isin the offline
mode you can configure the storage system and perform all Storage Utility
operations. When you exit Storage Utility you can put the stand-alone K2 system
back into online mode.

CAUTION: Usethe Storage Utility only as directed by a documented

A procedure or by Grass Valley Support. If used improperly, the Storage
Utility can render your K2 system inoperable or result in the loss of all
your media.

Opening Storage Utility

There are two ways to open Storage Utility for work on a stand-alone K2 system, as
explained in the following sections.

Opening Storage Utility through AppCenter

Unless prevented by a system problem, you should always open Storage Utility
through AppCenter. When you do this your AppCenter login permissions are passed
to Storage Utility, so you do not have to log in to Storage Utility separately.

If you are running AppCenter on the local K2 system, as Storage Utility opensit
connectsto the storage system of that local K2 system. If you are running AppCenter
on acontrol point PC, as Storage Utility opensit connectsto the storage system of the
K2 system that hosts the channel currently selected in AppCenter.
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To open Storage Utility through AppCenter, do the following:

1. Open AppCenter, either on the local K2 system or on the control point PC and log
in.
Make sure you log in to AppCenter with appropriate privileges, asthisloginis
passed to Storage Utility. Administrator-level permission is necessary for most
Storage Utility operations. If you log in with user-level permissions, the Storage
Utility menu item is disabled.

2. If you are running AppCenter from a control point PC and you have channelsfrom
multiple K2 systems in your channel suite, select a channel from the stand-alone
K2 system whose storage you intend to configure with Storage Utility. Thisis
important as Storage Utility automatically connectsto the K2 system that hoststhe
currently selected channel.

NOTE: Make sure you are connecting to a stand-alone K2 system. You should never

connect Sorage Utility directly to a K2 client that uses shared (SAN) storage.

3. From the AppCenter System menu, select Storage Utility.
Storage Utility opens.

4. If you are connecting from a control point PC, you should verify that you are
connected to the correct K2 system. To verify this, use the |dentify feature to flash
the disks on the K2 system. Refer to “ About identifying disks” on page 100.

Opening Storage Utility Independently

Do not open Storage Utility independently unlessthereisa problem that preventsyou
from opening it through AppCenter.

To open Storage Utility independently, do the following:

1. Open the Storage Utility shortcut on the Windows desktop or from the Windows
Start Menu at Programs | Grass Valley | Storage Utility.

A dialog box opensin which you specify the machine to connect to with Storage
Utility.

NOTE: Make sure you are connecting to a stand-alone K2 system. You should never
connect Sorage Utility directly to a K2 client that uses shared storage.

'€ 6VG Storage Utility Client

Flease enterthe name of the serveryou want to connect to:

k2clientl

1]4 |

2. Enter the name or I1P address of the K2 system for which you intend to use Storage
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Utility. If you are opening Storage Utility on alocal K2 system, enter the name of
that K2 system. Click OK.

The Storage Utility logon dialog box opens.

Pleaze enter the administrative account name and
pazsword that will be uzed to launch the Staragelltility.

Username: — |\coclient1hadministrator

Paszword: I

Ok | Cancel |

3. Logon to Storage Utility. Make sure you log in with appropriate privileges.
Administrator-level permission is necessary for most Storage Utility operations.
For user name, you might need to enter the machine name as the domain to
successfully log in.

Storage Utility opens.

4. If you are connecting from a control point PC, you should verify that you are
connected to the correct K2 system. To verify this, use the |dentify feature to flash
the disks. Refer to “ About identifying disks” on page 100.

Overview of Storage Utility

'ElGVG Storage Utility (=1 E3

File - Migw ictions - Toolz - Help

NE

Controllers in
Device

Froperty I Walue |
Murnber of Contrallers: 1

Bound LUNs l
LUN !
Disks 1
e ® N
Unbound Disks ————= % Unbound

eady o
Status area
(displays status of
the selected item)
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Checking storage subsystem status

The Storage Utility user interface includes atree view in the left-hand pane, and a
status information area displayed in the right-hand pane. The tree view displays the
hardware that makes up the storage system connected. The context menusin the tree
view are used to configure storage. The right-hand status pane displays information
about the item selected in the tree view. The tree view hierarchy is asfollows:

Controllers in Device - Provides alogical grouping of RAID Controllers by device.

Controller - Represents the RAID Controllers found. These are numbered in the
order discovered. The controller icon represents both RAID Controller A and, if
installed, RAID Controller B. To determineif an optional RAID Controller B is
installed, select the Controller icon in the tree view, then examine the status pane
for peer status.

Bound LUNs - Expanding the Bound node displays all bound LUNSs.

LUN - Represents abound LUN. Expanding the LUN node displays the disk
modules that make up the LUN.

UnBound disks - Expanding the UnBound node, displays all unbound disk
modules.

Disks - Represents the disk modules.
The Storage Utility detects disks available and lists them on the opening screen.

Refer to the following procedures to use Storage Utility for maintenance tasks

Checking storage subsystem status

Some limited status information for storage subsystemsis displayed in the Storage
Utility. This can be helpful when configuring storage. Y ou can view status
information by selecting items in the tree view.

Item in tree view Status information displayed
Controllersin Device Number of Controllers
Controller Microcode Version
Bound Number of LUNs
LUN Binding Type, such asRAID 1
State (online or offline)
Disk Firmware
Vendor
State
Product ID
Capacity
Unbound Number of disks

Checking controller microcode

As explained in the previous section, to check controller microcode, select the
controller in the tree view and the microcode version is displayed.
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About identifying disks

The Identify feature allows you to flash the disk LEDs so that you can physically
locate a specific disk module or group of disk modules that make up aLUN. Always
use the disk identify feature before removing and replacing a failed disk module.
Accidentally removing the wrong disk module can destroy all data on the disk drives.

Y ou can also use this feature to verify the K2 system to which you are currently
connected.

Identifying internal disks
To identify interna storage RAID disks do the following:

1. Open Storage Utility and in the tree view expand all nodes so that all disks are
displayed. Disks are configured as RAID 1 (shown as for Summit) or RAID 0.

- [l K2-RC1
=Bl Controllerd
=l % Bound
= & LUND
B Disko
B Disk
= B LUNT
B Disk2
B Disk3
= B LUNZ
B Diskd
B Disks
= B LUN3
B Diskk
B Disk?
% Unbound

2. Onthe K2 Summit Production Client, remove the front bezel assembly. On the K2
Solo Media Server, disk LEDs are visible without removing the bezel.

NOTE: Replace the bezel assembly within one minute to maintain system cooling.

3. Thetables below illustrates the position of drives as numbered in the K2 product

chassis. Compare the drive number positions and the disk numbering displayed in
Storage Utility to identify drive locations.
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o K2 Summit Production Client

Get controller logs

Get controller logs
1. In the tree view, select the controller.

Check disk mode pages

Disabling a disk

27 October 2009

Disk2 Disk4 Disk7
Disk1 Disk3 Disk6
Disk0 Disk5

+ K2 Solo Media Server

Disk0

Diskl

4, Position yourself so you can see the RAID drive LEDs.

5. ldentify the disksin aLUN or identify asingle disk, as follows:

a. Inthe Storage Utility tree view, right-click aLUN or right-click asingle disk,
then select Identify LUN or Identify Disk in the context menu. A message box
opens with a message that informs you that a disk or disks are blinking.

b. The LEDsdisplay an amber color flashing several times asecond. Thisflashing
pattern can stop automatically after a specific timeinterval, such asten seconds.

Verify the location of the disk or disks.

2. Click Actions | Get Controller Logs.

3. A message informs you of the location of the logs.

4. Find the following files on the local K2 system at C:\logs:

» MegaRaidDriveFailurelL og.txt

* MegaRaidNVRAML og.txt

 tty.log

1. Inthetree view, right-click the controller and select Check Disk Mode Pages.

2. Messages report the results of the check. For each disk that has mode pages set
incorrectly, click Yes when prompted “...restore the default mode page settings?’.

1. Inthetree view, right-click the disk and select Advanced | Disable and OK to

confirm.

A message “The drive is spinning down...Please wait” appears.

If internal storage, the Service LED on the K2 system displays a flashing yellow
pattern three time a second.

2. When the message “ Operation succeeded...now safe to remove disk” appears,

click oK.
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3. The Storage Utility displaysred Xson treeview iconsto represent a disk fault and
adegraded LUN.

NOTE: Onthe K2 Media Client, remember that the LUN O (disksO_Oand 0_1) isthe
systemdrive. Do not attempt disk operations on the system drive.
Forcing a disk to rebuild

With RAID Othereisno RAID redundancy, so disksdo not rebuild. With other RAID
types, such as RAID 1, if media access (record/play) is underway, when you insert a
mediadisk it automatically beginsto rebuild. If there is no media access underway,
to start the rebuild process either begin a media operation or use the following
procedure:

1. Inthetree view, identify the faulty disk. @ If the disk is not currently in the fault
state, the Rebuild option is not available.

2. Inthe tree view, right-click the faulty disk and select Rebuild.

3. When the message “ Succeeded to start rebuild...” appears, click OK.
If internal storage, the Service LED on the K2 system displays a flashing pattern

alternating yell ow/green once a second.
Unbind LUN

With internal storage, you can only unbind one LUN at atime. Also make sure the
controller is not busy with other processes, such asrebuilding adisk. If the controller
is busy, the unbind LUN operation fails.

A CAUTION: Unbinding destroys all data stored on disk modules.

For adirect-connect storage, refer to “ Setting up direct-connect RAID storage” on
page 159.

To unbind aLUN, do the following:
1. Inthe tree view, right-click the LUN and select Unbind LUN.

2. If online, messages appear “...offline mode now?’ and “...continue?’. Click Yes
to put the system in offline mode.

AppCenter channels go offline.

3. When warning messages appear “...destroy all existing media...” and “Are you
sure?’, click ok to continue.

4. The Progress Report opens and displays unbind progress.
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Bind Luns

Current Status:  |Busy

Commands List:
Command | Commert I Start Time I Progress I
Unbinding LUN4 on Contrallerl  In progress 15:47:32 2%

5. When progress reports 100% complete, the LUN is unbound.
6. Restart the K2 system.

NOTE: Onthe K2 Media Client, remember that the LUN O (disksO_Oand 0_1) isthe
system drive. Do not attempt disk operations on the system drive.

Bind Luns

When you bind aLUN, you select one or more unbound disks and create anew LUN.
The Storage Utility places thisnew LUN at the bottom of the list and numbersit
accordingly. However, with internal storage, disk numbersare enforced by the chassis
dot in which the disk resides. Therefore, depending on the number and sequence of
LUNSs created, it is possible that the LUN numbers and the disk numbers do not
match. When you create a new file system, this mismatched numbering does not
hamper functionality. However, to make the internal storage K2 system easy to
service, you should retain the correct numbering sequence. To do this you must
unbind all media LUNs and then bind disks in sequence. On a K2 Media Client, do
not unbind LUNO, which is the system drive.

For a direct-connect storage, refer to “ Setting up direct-connect RAID storage” on
page 159.

To bind aLUN, do the following:
1. Inthetree view, right-click the Unbound node and select Bind LUN.

2. If online, messages appear “...offline mode now?” and “...continue?’. Click Yes
to put the system in offline mode.

AppCenter channels go offline.
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TheBind LUN dialog box opens showing all unbound disksfor the controller listed
in the Available Disk list.

'&l Bind LUN

LUNType:  |RAID 1

Available Disks:

Drigh 24
Disk. 2=
Disk. 2=
Disk. ¥
Disk. ¥
Disk ¥
Disk, ¥
Drigk

OK

= 10] x|

—Selected Disks
Dighe 2
Digk 2
> Flash the drive lights
|dentify |
if—
Cancel

3. Inthe LUN Typedrop-down list, for internal storage select either RAID 0 or RAID
1. For direct-connect storage select RAID 5. Then proceed as follows:

* RAID 0 — Inthe Available Disks list, select one media disk, then click the
arrow button to add it to the Selected Diskslist. K2 Solo Media Server supports

RAID 0 only.

* RAID 1— IntheAvailable Disks list, select two contiguous disks, then click
the arrow button to add them to the Selected Diskslist. (TIP: Use‘ shift-click’ or
“control-click’ to select disks.)

* RAID 5—IntheAvailable Diskslist, select six contiguous disks, then click the
arrow button to add them to the Selected Disks list. (TIP: Use ‘shift-click’ or
“control-click’ to select disks.)

NOTE: Asan aid inidentifying a disk modul€e s physical location, select it in the
Sdlected Diskslist, then click Identify Disks. This causes the disk drive LED to flash.

4. Click ok to close the Bind LUN dialog box and begin the binding process.

The Progress Report opens and displays binding progress.

5. Repeat the previous steps for remaining unbound disks. Y ou do not need to wait
until the first LUN is bound before you can start binding the next LUN. Multiple
LUNSs can be in the binding process al at the same time.

6. When progress reports 100% complete for all the LUNSs that you are binding,
proceed to the next step.

7. Restart the K2 system.
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Changing RAID type for internal storage

8. After binding one or more new LUNSs, you must make a new file system, as
explained in “Making anew mediafile system on aK2 Summit/Solo” on page 106.

Changing RAID type for internal storage

Y ou can change the media storage on an internal storage K2 Media Client or K2
Summit Production Client to be either RAID 1 or RAID 0, as follows:

* RAID 1— Recommended for the “full” mediadrive option, whichisten driveson
aK2 Media Client and eight drives on a K2 Summit Production Client. Not
recommended for mediadrive optionswith fewer drives. With RAID 1, two media
drives are configured as amirrored pair to make one LUN. The capacity of each
LUN isroughly equivalent to the capacity of onedrive, so your total mediastorage
capacity is approximately 50% of the sum total of al the drives. Since drives are
mirrored in each LUN, your mediais protected against drivefailure. If adrivefails,
the other drive in the LUN provides continued media access while you replace the
failed drive.

* RAID 0— Can be used with any mediadrive option. Required on K2 Solo Media
Server. With RAID 0 there isno mirroring, so your total media storage capacity is
roughly equivalent to that of all drives combined. However, your media has no
RAID protection against drive failure. If one mediadrive fails, the entire group of
drivesfailsand you lose dl your media.

Depending on your needs for capacity versus protection, you can change from one
RAID typeto another, as explained in the following procedure.

NOTE: This procedure loses all media.

To change internal storage RAID-type configuration, do the following:
1. If you need to retain media, transfer it to another K2 system or otherwise back it up.

2. Unbind all mediaLUNSs, asinstructed in “Unbind LUN"” on page 102. OnaK?2
Media Client, do not unbind LUN O, asthisis the system drive.

3. Redtart.

4. Bind mediadrives, using the procedure “Bind Luns’ on page 103, as one of the
following:

 RAID 0 — Bind each mediadriveasa RAID 0 LUN.
 RAID 1 — Bindtheten drivesasfive RAID 1 LUNSs.
5. Restart.

6. Makeanew file system, asexplained in “Making anew mediafile system on aK2
Summit/Solo” on page 106.

7. If you backed up your media, you can now transfer it back.
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Making a new media file system on a K2 Summit/Solo

If your SNFSfile system nameis currently “default”, when you make a new file
system the name changes to “gvfs_hostname”, where hostname is the name of the
stand-alone K2 system.

1. Click Tools | Make New File System.

2. If amessage informs you about the write filter, restart as prompted to disable the
write filter. After restart, repeat previous steps and then continue.

3. If online, messages appear “...offline mode now?’ and “...continue?’. Click Yes
to put the system in offline mode.

AppCenter channels go offline. The Configuration File window opens.

4. You canview mediafile system settings, but do not attempt to change them. Click
Accept.

A “Making new file system. Please wait” message box displays progress.

5. When a message “ Succeeded to make the new file system. The server will be
restarted now” appears, click OK to restart. The write filter is enabled on restart.

6. If you have Macintosh systems accessing the stand-alone K2 system, you should
check that the SNFS file system volume is configured correctly on the Macintosh
systems. Refer to K2 FCP Connect proceduresin the K2 SAN Ingtallation and
Service Manual.

Checking the media file system
This procedure checks the media file system but retains current mediafiles.

1. Click Tools | Check File System.

2. If online, messages appear “...offline mode now?” and “...continue?’. Click Yes
to put the system in offline mode.

AppCenter channels go offline.

3. A message box appears “ Checking media file system. Please wait”. Observe
progress.

If problems are discovered they are reported. If the check process passes, when the
process is complete a message appears to confirm success.

File System Check Result x|

\lj) File system 'default’, Blocks-44955008 free-28581244 Inodes-9216 Free-8461.

4, Click oK to dismiss the results.
Y our file system has been checked.
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Cleaning unreferenced files and movies

Cleaning unreferenced files and movies

These procedures alow you to keep the media database and the mediafilesin sync.
Y ou can check the movies (clips) in the media database for the references to media
filesthat should be currently stored on the media disks. Likewise, you can check for
mediafilesthat are not referenced by a movie in the media database. If you find any
unreferenced files or movies, you can delete them.

To clean unreferenced files, do the following:
1. Click Tools | Clean Unreferenced Files.

2. If online, messages appear “...offline mode now?” and “...continue?’. Click Yes
to put the system in offline mode.

AppCenter channels go offline.
3. A message box appears “...searching...Please wait”. Observe progress.
4. A message box reports results. Respond as follows:

» |f no unreferenced files are found, click OK to dismiss the results.

« |If unreferenced files are discovered, you are prompted to delete them. Click Yes
to delete the files or No to leave the files intact.

To clean unreferenced movies, do the following:
1. Click Tools | Clean Unreferenced Movies.

2. If online, messages appear “...offline mode now?’” and “...continue?’. Click Yes
to put the system in offline mode.

AppCenter channels go offline.
3. A message box appears “...searching...Please wait”. Observe progress.
4. A message box reports results. Respond as follows:
» |f no unreferenced movies are found, click Ok to dismiss the results.
 |If unreferenced movies are discovered, you are prompted to delete them. Click
Yes to delete the movies or No to leave the movies intact.
Downloading controller microcode

Y ou might be instructed in K2 rel ease notes to upgrade controller microcode. This
allows you to take advantage of enhancements and benefit from improved
performance and reliability.

To determine your current controller microcode version, select the controller in the
Storage Utility tree view, then in the properties reported in the right-hand pane, note
the controller microcode version. Use the following procedure if you need to
download controller microcode.

To download controller microcode, do the following:

1. Refer to K2 Release Notes to determine microcode types, versions, files, and any
other special instructions regarding the particular controller microcode you are
downloading.
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. In the Storage Utility, right-click the controller in the tree view, then select Load

Controller Microcode in the context menu.

. If online, messages appear “...offline mode now?’ and “...continue?’. Click Yes

to put the system in offline mode.
AppCenter channels go offline. The Open File dialog box opens.

. In the Open File dialog box, browse to the desired microcode file, select thefile.

5. Click oK.

The Progress Report window appears showing the microcode download task and
the percentage completion.

. When finished, exit Storage Utility.

7. Put AppCenter channels back online.
8. Restart.

Downloading disk drive firmware

Y ou might be instructed in K2 release notes to upgrade disk drive firmware. This
allows you to take advantage of the disk drive enhancements and benefit from
improved performance and reliability.

To determine your disk drive type and current firmware version, select adisk drive
icon in the Storage Utility tree view, then note the drive properties reported in the
right-hand pane. Use the following procedure if you need to download disk drive
firmware.

NOTE: The disk drives are upgraded one at a time which can take aslong as 2
minutes per drive. Take thisinto consideration when scheduling the upgrade.

To download disk drive firmware, do the following:

1.
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Refer to K2 Release Notes to determine firmware types, versions, files, and any
other special instructions regarding the particular disk drive firmware you are
downloading.

. In the Storage Utility, right-click a disk in the tree view, then select Advanced |

Download Disk Firmware in the context menu.

. If online, messages appear “...offline mode now?’ and “...continue?’. Click Yes

to put the system in offline mode.
AppCenter channels go offline. The Open File dialog box opens.

. Inthe Open File dialog box, browseto the latest firmwarefile for your disks, select

thefile, and click oK.

For internal drives, watch the lights on the drive to which you are downloading
firmware. The lightsflash as firmware loads. Wait until the lights have completed
their flashing pattern. This can take several minutes.

The Progress Report window appears showing the disk firmware download task
and the percentage completion.

. Repeat this procedure on each drive.
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Placing the K2 system into online mode

6. When finished, exit Storage Utility.
7. Put AppCenter channels back online.
8. Restart.

Placing the K2 system into online mode

If the stand-alone K2 system isin offline mode and you have completed your storage
system configuration tasks, you have the following optionsto return the system to the
online mode:

* Exit Storage Utility and bring channels online — If Storage Utility is closed, first
open Storage Utility and then exit Storage Utility. When you exit Storage Utility
you are prompted “...back to online mode?. Click Yes.

After exiting Storage Ultility, if AppCenter is open the channels remain offline. To
bring channels online, if you are running AppCenter on a Control Point PC, select
System | Reconnect. |f you arerunning AppCenter on alocal K2 system, close and
reopen AppCenter.

* Restart the K2 system — Restarting automatically resetsthe system to online mode.
When you log into AppCenter channels connect and come up online.

27 October 2009 K2 System Guide 109



Chapter 4 Managing Stand-alone Storage

110 K2 System Guide 27 October 2009



Chapter 5

Managing stand-alone K2 systems with
SiteConfig

This chapter contains the following topics:

27 October 2009

“ About managing stand-alone K2 clients with SiteConfig”
“SiteConfig and stand-alone K2 system checklist”

“System requirements for SiteConfig control point PC”

“About installing SiteConfig”

“Installing/upgrading SiteConfig”

“Creating a system description for stand-alone K2 clients’

“Creating the control network for stand-alone K2 clients”

“Creating the FTP/streaming network for stand-alone K2 clients (optional)”
“Adding agroup”

“Adding stand-alone K2 clients to the system description”

“Modifying stand-alone K2 client unassigned (unmanaged) interfaces’
“Discovering devices with SiteConfig”

“Assigning discovered devices’

“Modifying stand-alone K2 client managed network interfaces’
“Adding a control point PC placeholder device to the system description”
“Assigning the control point PC”

“Making the host name the same as the device name”

“Pinging devices from the control point PC”

“About hostsfiles and SiteConfig”

“Generating host tables for devices with SiteConfig”

“Configuring deployment groups’

“About deploying software for stand-alone K2 clients”
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About managing stand-alone K2 clients with
SiteConfig

Thetopicsin this section apply to the following K2 products:

» K2 Summit Production Client with internal storage

» K2 Summit Production Client with direct-connect storage

» K2 Solo Media Server

Referencesto K2 Summit Production Client (internal storage) or K2 client also apply
to the K2 Solo Media Server.

Work through the topics sequentially to get SiteConfig set up to remotely configure
and manage one or more K2 clients. Then you can use SiteConfig for software
upgrades and other management tasks.

SiteConfig and stand-alone K2 system checklist

Use the following sequence of tasks as a guideline to set up SiteConfig and do your
initial configuration for one or more stand-alone K2 clients. This checklist outlines
the recommended workflow for a new system.

Task Comment
O Select a PC to use as the SiteConfig control ~ Review system requirements and network
point PC access requirements about installing

SiteConfig.

Install SiteConfig on the control point PC

Create a system description and add a
custom site to the system description

If you aready have a SiteConfig system
description managing other devicesin your
facility, you can use that system description
also for your stand-alone K2 clients, rather
than creating a new system description.

Add acontrol network to the site. You can
also add a FTP/streaming network if desired

Add agroup for your K2 clients to the
system description

Add a placeholder K2 client to the system
description for each of your actual K2 clients

Configure the names of the placeholder K2
clients

Configure the network interfaces of the
placeholder K2 clients

Specify |P address ranges and other network
details

Discover your K2 clients

Assign each discovered K2 client to its
placeholder K2 client
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System requirements for SteConfig control point PC

Task

Comment

O For each discovered and assigned K2 client,
edit each network interface. Specify network
settings and apply them to the K2 client.

On each K2 client, set the control network
interface | P address first, then the FTP/
streaming network interface, if present. Also
set the hostname.

O Add acontrol point PC placeholder deviceto
the system description

O Discover the control point PC and assign it
to the placeholder control point PC

O If not already set correctly, set the hostname
of discovered devices

Make sure the device name is correct, then
make the hostname the same as the device
name.

O Ping each K2 client and the control point PC
to test network communication

O Generate host table information and
distributeto hostsfileson each K2 client and
on the control point PC

Make sure you have completed network
configuration of al network interfaces
across all devices to ensure complete and
valid host table information. Y ou can use
SiteConfig to copy hostsfilesto devices, or
you can manage hosts files yourself.

O Create a deployment group —
O Add stand-alone K2 clients to the —
deployment group

System requirements for SiteConfig control point

The PC on which SiteConfig is installed must meet the following requirements:

Requirements

Comments

Operating system Microsoft Windows (Must be aU.S. version): XP
Professional Service Pack 2, Server 2003, or Vista
Enterprise Service Pack 1.

RAM Minimum 512 MB, 1 GB recommended

Graphics acceleration Must have at least 128 MB memory

Processor Pentium 4 or higher class, 2 GHz or greater

Hard disk space 400 MB

Microsoft .NET Framework Version 2.0

Java JRE 1.3.1 12 and 1.4.2_05 or higher. Required for the
HP Ethernet Switch configuration interface, which
isused for K2 Storage Systems (shared storage).

XML Microsoft XML 4 Service Pack 2 isrequired. You

can ingtall it from the msxml4sp2 file on the K2
System Software CD.
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About installing SiteConfig

SiteConfig uses a protocol that involves sending Ethernet broadcast messages to
discover and configure devices. To enable this protocol to work correctly, there must
be unrestricted network access between the control point PC and the devicesto be
discovered.

Thisisachieved if control network interfaces are all connected to the same switch or
to multiple switches interconnected with | SLg/trunks. If your site requires that other
switchesand/or routers bein thenetwork path, you must make surethat no restrictions
arein place that block SiteConfig protocols.

Also, do not install SiteConfig on a PC on which adrive from amanaged deviceis
mapped as an administrative share (C$). For example, if you have a PC set up to run
anti-virus software and for this purpose you have network drives set up on the PC
mapped to C$ shares on devices, then do not use that PC as the SiteConfig control
point PC that manages those devices.

Installing/upgrading SiteConfig

Connect a PC with the appropriate system requirementsto the LAN on which all the
devices to be managed are connected. Take into consideration the requirement that
there be no routed paths to the devices.

1
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Procure SiteConfig installation files from the Grass Valley website or via other
distribution mechanisms.

Thefollowing directory and files are required to install SiteConfig:
» DotNetFx directory
* ProductFrameUl Setup.msi

* setup.exe

. If you already have aversion of SiteConfig installed, go to Windows Add/Remove

Programs and uninstall it.

. Double-click setup.exe.

The installation wizard opens.

. Work through the wizard pages, clicking Next and Finish.
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Installing/upgrading SteConfig

i‘é"l Grassz Yalley SiteConfig

Select Installation Folder

The installer will inztall Grazz Yalley SiteConfig ta the follawing folder.

Toingtall in this folder, click "MNext". To install to a different folder, enter it below or click "Browse".

Folder:

C:\Program Files\Grass Valley\SiteConfigh Browse. . |
Dizk Cost... |

Install Grass Yalley SiteConfig for yourzell, or for anyone who uses this computer:

= Everyone

0 Just me

Cancel | < Back |

If the PC does not have the appropriate version of Microsoft .NET, the SiteConfig
installation programs installsit.

. Open the Windows operating system Services control panel on your Control Point

PC and look for an entry called “ ProductFrame Discovery Agent”.

The Discovery Agent must be installed on the control point PC so that the control

point PC can be discovered by SiteConfig and added to the system description asa
managed device. Thisisnecessary to ensure name resolution in SiteConfig's hosts
file.

The Discovery Agent is also known as the Network Configuration Connect Kit.
For example, in Windows Add/Remove Programs, it can be displayed as either
Network Configuration Connect Kit or SiteConfig Discovery Agent.

. Proceed as follows;

« If the Discovery Agent is not installed, navigate to the SiteConfig install
location's Discovery Agent Setup subdirectory and double-click the
DiscoveryAgentServiceSetup.msi file. Thislaunches the setup program and
installs the Discovery Agent. Follow the setup wizard to complete installation.
A restart isrequired after installation. Then continue with the next step in this
procedure.

« If the Discovery Agent is already installed, continue with the next step in this
procedure.

. If not dready configured, configure the control point PC with avalid Ethernet IP

address for the LAN using Windows Network Connections.

. If you are not going to be using SiteConfig to manage system hostsfiles, put the

system hosts file on the control point PC.
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116

Creating a system description for stand-alone K2
clients

Do not do thistask if:

» You already have or are developing a SiteConfig system description managing
other devicesin your facility and that system description has the correct networks
and connectivity for your stand-alone K2 clients. In this case, skip ahead to the task
inwhich you add agroup to the system description for your stand-alone K2 clients.

Do thistask if:

» You do not yet have a system description appropriate for managing your
stand-alone K2 clients.

1. Open SiteConfig and proceed as follows:

« |f adialog box opensthat givesyou the choice of creating or importing asystem
description, it means SiteConfig does not have access to a system description
file. Click Create.

« |f the SiteConfig main window opens, click File | New.
The Create New System Description dialog box opens.

2. Inthe Create New System Description dialog box, enter the name of thefilefor the
system description you are creating.

Itisrecommended that you store the system description filein the default location,
rather than browsing to store the filein a different location. SiteConfig always
accesses the default location.

3. Click oK.

A blank system description loads, which displaysjust thetop-level System nodein
the tree view.

4. In the Network Configuration | Devices tree view, right-click the System node or a
Site node and select Add Site.

The New Site Wizard opens.
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New Site Wizard

Choose a name and a Model for the new Site:

Name:
ESITEL\

Model:

K2 Lewel 10
K2 Level 10R
K2 Level 20
K2 Level 30
K2 Level 20R
K2 Level 30R

KZ Level 35

KZ Level 35R

KZ Nearine NL10
K2 Nearine NL10R

Custom

=

5. Enter aname for the site you are creating, considering the following:

l Meat = J [ Cancel

» Keep the site name short, as it becomes the root identifier that is the default
prefix for device and network names.

» Sitesinthetree view are automatically sorted alphabetically.
6. Select custom and click Next.
7. Click Finish to create the site.
The siteisdisplayed in SiteConfig in the tree view with groups and device

placeholders displayed under the site node. New networks are displayed in the tree
view of networks in the Networks tab.

Creating the control network for stand-alone K2
clients

1. In the Network Configuration | Networks tree view, select a System node or a Site
node.

2. Proceed asfollows:

» Toadd anetwork under the currently selected node, in the tree view right-click
the node and select Add Network.

The Network Settings dialog box opens.
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Metwork Settings

-
R
R

3. Configure the settings for the network as follows:
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Creating the FTP/streaming network for stand-alone K2 clients (optional)

Setting... For control network

Type Ethernet is required

Usage Control isrequired

Redundancy Noneisrequired. Thisistrue even on aredundant K2 SAN. (Only theiSCSI
network is redundant on a redundant K2 SAN.)

Name Control is recommended

Exclude from Host
Files

Unselected isrequired

Managed

Selected is required

Base IP Address

Thefirst (lowest) IP address in the range of | P addresses managed by
SiteConfig. Required.

Number of Addresses

The number of |P addresses in the range managed by SiteConfig. Required.

Subnet Mask

The network's subnet mask. Required.

Gateway IP Address

Additional network settings managed by SiteConfig. Allowed.

Unmanaged

Unselected is required. Related settings are disabled.

DNS Servers

Servers providing DNS for name resolution. Allowed.

Default Interface
Name Suffix

Not allowed

4,

Click oK to save settings and close.

Creating the FTP/streaming network for
stand-alone K2 clients (optional)

If you transfer mediato/from the stand-alone K2 client, create a FTP/streaming
network.

1. Inthe Network Configuration | Networks tree view, select a System node or a Site

2. Proceed as follows:

node.

» Toadd anetwork under the currently selected node, in the tree view right-click
the node and select Add Network.

The Network Settings dialog box opens.

3. Configure the settings for the network as follows:
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Setting... For FTP/streaming network

Type Ethernet is required

Usage FileTransfer isrequired

Redundancy Noneisrequired. Thisistrue even on aredundant K2 SAN. (Only the iSCSI
network is redundant on aredundant K2 SAN.)

Name Sreaming is recommended

Exclude from Host
Files

Unselected is required

Managed

Sdlected is required

Base |P Address

Thefirst (lowest) IP address in the range of | P addresses managed by
SiteConfig. Required.

Number of Addresses

The number of IP addresses in the range managed by SiteConfig. Required.

Subnet Mask

The network's subnet mask. Required.

Gateway IP Address

Additional network settings managed by SiteConfig. Allowed.

Unmanaged

Unselected is required. Related settings are disabled.

DNS Servers

Servers providing DNS for name resolution. Allowed.

Default Interface
Name Suffix

_heQisrequired

4,

Click oK to save settings and close.

Adding a group

1. Inthe Network Configuration | Networks tree view, right-click a site node and select

Add Group.

The group appearsin the tree view.

2. Right-click the group and select Rename.

3. Enter the desired name for the group.

Adding stand-alone K2 clients to the system
description

Prerequisites for thistask are asfollows:

» The system description contains a group.

1. Inthe Network Configuration | Devices treeview, right-click agroup and select Add

K2 System Guide
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Add Device X|
F amily: Type: M odel:
Aurora i MM
k2 g M b
tediaFrame < Cuztam
Metwark, Switch

Storage
System Management
Third Party Devices

M arme: |><xxxxmx Cantral Metwork: ICc-ntrc-I j
Amaunt: |1 3: Starting Address: I j
Plattarm: I:-:SB 'l

Ok | LCancel I

The Add Device dialog box opens.
2. Configure settings for the device you are adding as follows:
» Family — Select k2.
» Type— Select the appropriate type of K2 system.
* Model — Select the modd with the appropriate storage.

» Name-Thisisthe device name, asdisplayed in the SiteConfig device tree view
and device list view. This name can be different than the host name (network
name). Y ou can accept the default name or enter aname of your choice. Devices
in the tree view are sorted alphabetically.

» Amount — Y ou can add multiple devices, as currently defined by your settings
in the Add Device dialog box. An enumerator is added to the name to create a
unique name for each device added.

e Control network — Select the control network.

» Starting Address — Select from the list of available addresses on the selected
control network. If adding multiple devices, thisis the starting address, with
addresses assigned sequentially to each device added.

3. Click oK to save settings and close.

4. Repeat these steps for each of your stand-alone K2 clients.

Modifying stand-alone K2 client unassigned
(unmanaged) interfaces

Prerequisites for thistask are asfollows:
» The system description has a stand-alone K2 client that is a placeholder device.

» The placeholder device has a one or more unmanaged network interfaces.

Use this task to modify unmanaged network interfaces on a standalone K2 client as
follows:
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* K2 Summit Production Client

1. Inthe Network Configuration | Devices tree view, select a stand-alone K2 client

placeholder device.

Theinterfaces for that device are displayed in the interfaces list view.

Interfaces:

2 Interfaces

Interface Name Device

ol

S

Edt | Refesh | Ping

MHetwark
Contral
<Unassigne...

Allocation Status

EtherretTeam O
Ethemet 2

Static

Static

| alidate | " Shaw non-IP Intefaces

Edit the control network interface first.

2. Inthe interfaceslist

view, right-click an interface and select Edit.

The Unmanaged Network Interface Details dialog box opens.

Unmanaged Metwork Interface Details X|

Description: Urmanaged Metwark Interface ot SITE-K25ummit

Type: Ethernet Interf

ace 0

—Addrezzing

I etwiork:

IP &ddress:

<|nazzigneds

Control

Streaming

iSCSI [Primary Redundant]

i| [ttt o =l

i5C51 [Secondary Redundant) LI
— Maming
Interface Mamne: DMS Suffis:
I SITE-K25uminit Set To Default | I
Sliases., |
[T Use Interface Mame/éliases in Host Files SITE-RalDddd

oK I LCancel

3. Configure the settings for the interface as follows:

Setting...

For control network interface

Network

Control isrequired

IP Address

The IP address for thisinterface on the network. Required.

Interface Name

The device host name. Required.

Set to Default

Not recommended. Setstheinterface nameto SiteConfig default convention,
based on the root Site name and device-type.

Use Interface
Name/Aliasesin
Host Files

Unselected isrequired. Since not selected, the default behavior occurs, which
isto use the device host namein the hosts file.
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Setting... For control network interface

Aliases Not allowed

DNS Suffix Allowed, if applicable to the network. The DNS suffix is added to the
interface name.

4. Click oK to save settings and close.

5. If you have a FTP/streaming network, repeat these steps but select the stand-alone
K2 client's other network interface and configure settings as follows.

Setting... For FTP/streaming network interface
Network Sreaming isrequired
IP Address The |P address for this interface on the network. Required.

Interface Name | Thedevice host namewiththe”_he0” suffix added isrequired. For example,
if the host name is K2prod01, then K2prodO1_heO0 is required here.

Set to Default Not recommended. Sets theinterface name to SiteConfig default convention,
based on the root Site name and device-type.

Use Interface Selected is required
Name/Aliasesin

Host Files
Aliases Not allowed
DNS Suffix Allowed, if applicable to the network. The DNS suffix is added to the

interface name.

6. Click OK to save settings and close.

7. Repeat this procedure for each of your stand-alone K2 client placeholder devices.

Discovering devices with SiteConfig

Prerequisites for thistask are asfollows:

» TheEthernet switch or switchesthat the support the control network are configured
and operational. If multiple switches, ISLs are connected and trunks configured.

» The control point PC is communicating on the control network.
» Thereare no routers between the control point PC and the devicesto be discovered.

» Devicesto be discovered are Windows operating system devices, with SiteConfig
support installed.

» Devices are cabled for control network connections.

1. Open SiteConfig on the control point PC.

2. In the toolbar, click the discover devices button. #
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The Discover Devices dialog box opens.

Dizcover Devices
Host Mame I Interface I IP Address I Type I Device |d
% bretrd-tracyel...  Ethemnet 0 10163894 ControlP ot I<Unaggigned>
# Summit-04 Ethernet 0 101E.38.72 F25ummitSta. .. I(Unassigned}
%5 k2_zerverl.ar.. Ethernet 0 101636163 KZ2Server |<Unassigned>
@)bvtnsl_enc-21  Ethemet 0 10.16.36.181  GenencPC |<L|nassignecl>
@) butnsl_svr-21 Ethernet 0 10.16.36.180  GenencPC <Unassigned:>
s%Summit-){E-'IE Ethemet 0 101640144 K2SummitStan. | Unassigned:
«| | 0
= St curently assEned Deyices
Rescan | ID Device | 0K | Cancel |
A

A list of discovered devicesis displayed.

3. Click Rescan to re-run the discovery mechanism. Y ou can do this if adevice that
you want to discover has its network connection restored or otherwise becomes
available. Additional devices discovered are added to the list.

Assigning discovered devices

Prerequisites for this task are as follows:
» Devices have been discovered by SiteConfig
» Discovered devices are not yet assigned to a device in the system description

» The system description has placeholder devices to which to assign the discovered
devices.

1. If the Discovered Devices Didog box is not already open, click the discover
devices button .
The Discover Devices dialog box opens.

2. ldentify discovered devices.

 |If asingledeviceisdiscovered in multiplerows, it meansthe device hasmultiple
network interfaces. Choose the interface that represents the device's currently
connected control connection. Thisistypically Ethernet... 0.

 |If necessary, select adeviceinthelist and click ID Device. Thistriggersan action
on the device, such as flashing an LED or gjecting a CD drive, to identify the
device.

3. To also view previously discovered devices that have already been assigned to a
device in the system description, select Show ... currently assigned devices.

The currently assigned devices are added to thelist. Viewing both assigned and
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unassigned devices in thisway can be helpful to verify the match between
discovered devices and placeholder devices.

4. Inthe row for each discovered device, view items on the Device |d drop-down list
to determine the match with placeholder devices, as follows:

« |If SiteConfig finds a match between the device-type discovered and the
device-type of one or more placeholder devices, it displays those placeholder
devicesin thelist.

« |If SiteConfig does not find a match between the device-type discovered and the
device-type of a placeholder device, no placeholder deviceis displayed in the
list.

5. Inthe row for adiscovered device, click the Device Id drop-down list and select
the placeholder device that corresponds to the discovered device.

If thereis no corresponding placeholder device currently in the system description,
you can select Add to create a new placeholder device and then assign the
discovered deviceto it.

6. When discovered devices have been assigned, click OK to save settings and close.

7. Inthe Network Configuration | Devices tree view, select each of the devicestowhich
you assigned a discovered device.

Modifying stand-alone K2 client managed network
Interfaces

Prerequisites for thistask are asfollows:

» The physical device you are configuring has been discovered and isassigned to a
device in the SiteConfig system description.

 SiteConfig has communication with the device.

» Thedeviceis defined in the system description with an appropriate network
interface.

Usethistask to modify managed network interfaces on stand-alone K 2 client models

asfollows:

e K2 Summit Production Client

1. Inthetree view select aK2 client, then in the Interfaces list view, identify
interfaces as follows:

» For astand-alone K2 Summit Production Client, the control network interface
isateam. Modify the control team interfacefirst. The control team is comprised
of two individua interfaces, onefor Control Connection #1 and one for Control
Connection # 2. If theseindividual interfaces are displayed, do not modify them.

» A stand-alone K2 client's other interface is for FTP/streaming. If you have a
FTP/streaming network, you can configure and use this interface if desired.

2. Inthe Interfaces list view determine the interface to configure, asfollows:
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 Identify the interface with which SiteConfig is currently communicating,
indicated by the green star overlay icon. This should be the control network
interface.

» Verify that theinterface over which SiteConfigiscurrently communicatingisin
fact the interface defined for the control network in the system description. If
thisis not the case, you might have the control network cable connected to the
wrong interface port.

» Configurethe control network interface first before configuring any of the other
interfaces.

» After you have successfully configured the control network interface, returnto
this step to configure each remaining interface.

. Inthe Interfaces list view, check theicon for the interface you are configuring.

If theicon has ared stop sign overlay, it indicates that current settings and planned
settings do not match or that there is some other problem. Hover over theicon to
read atooltip with information about the problem.

NOTE: For the K2 Summit Production Client, make sure that the deviceis
unlocked in SiteConfig before proceeding. This disables the write filter.

. In the Interfaces list view, right-click the interface you are configuring and select

Edit.
The Managed Network Interface Details dialog box opens.

Managed Network Interface Details
'‘Contral Tearm' on SITE-K2Summit
YpE: Ethemet Interface O (Intel(R) PRCO/1000 MT Dual Port Server Adapter - Packet Scheduler Miniport)
Maming
Interface Name: DNS Suffoc:
ISITE-K28ummit Set To Default | I
[T Use Inteface Name/Alizses in Host Files (default is to use host name)
Addressing | Detas |
Planned |Currerrt I
Metwork I |P Address Subnet Mask Gateway Allocation
e S B o W, Sl e o W, e
1 cument IP Address will be removed. Add. | =i | P |
DNS Servers:
Metwark IP Address Allocation
Add... Edit.. | Hemove |
QK | Cancel I
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5. ldentify the interface on the discovered device that you are configuring.

 Identify Ethernet LAN adapters by their “Description” name. Thisis the
Windows connection name. SiteConfig reads this name from the device and
displaysit at the top of thisdialog box. Thisisthe most accurate way to identify
the network adapter on the discovered device that you are configuring.

» For ainternal storage K2 system, when you configure its first interface, make
sure you are configuring the 'Control Team' interface.

6. Configure naming settings as follows:

Setting... For network interface Control Team

Interface Name | The device host name. Required.

Set To Default Not recommended

DNS Suffix Allowed, if applicable to the network. The DNS suffix is added to the
interface name.
Aliases Not allowed

Use Interface Unselected isrequired. Since not sel ected, the default behavior occurs, which
Name/Aliasesin | isto use the device host name in the hostsfile.
Host Files

7. Evaluate settings on the Planned tab and change if necessary.
» Compare settings on the Planned tab with settings on the Current tab.

 |If you want to keep the current settings as reported in the Current tab, click
Remove to remove the planned settings.

» Do not specify multiple | P addresses for the same interface. Do not use the Add
button.

» Refer to SiteConfig Help Topics for information about planned and current 1P
configuration.

8. To modify planned settings, do the following:

a. Select the network settings and click Edit.
The Edit IP Address dialog box opens.
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Edit IP Address

Network:

<lUnassigned:

Cantral

Streaming

iSCSI {Primary Redundant)
iSC5I (Secondary Redundant)

Address Allocation:

I'SEaf::-: j

IP Address:

[ 50000000 =l

b. Edit IP address settings as follows:

Setting... For network interface Control Team

Network Control isrequired

Address Allocation Satic is recommended.

IP Address The IP address for thisinterface on the network. Required.

Thenetworkslisted inthe Edit | P Addressdial og box arethose currently defined
in the system description, with available settings restricted according to the
network definition. If you require settings that are not available, you can close
dialog boxes and go to the Network Configuration | Networks tab to modify
network settings, then return to the Edit IP Address dialog box to continue.

9. When you have verified that the planned settings are correct, click OK, then Yes
to apply settings to the device and close.

A Contacting Device message box reports progress.
10.After configuring control network settings, do the following

a. If amessageinformsyou of a possible loss of communication, click OK.

This message is normal, since thisis the network over which you are currently
communicating.

b. Inthe Devicelist view, observe the device icon and wait until the icon displays
the green star overlay before proceeding.

Theicon might not display the green star overlay for several seconds as settings
are reconfigured and communication is re-established.

c. Inthe Interface list view, right-click the interface and select Ping.
The Ping Host dialog box opens.
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If ping status reports success, the interface is communicating on the control
network.

11.1f you have a FTP/streaming network, repeat steps but select the stand-alone K2
client's other network interface. Open the Managed Network Interface Details
dialog box and configure the interface for the FTP/streaming network.

12.1dentify the interface on the discovered device that you are configuring.

» Onany stand-alone K2 client, for the FTP/streaming network, configure Media
Connection #1.

13.Configure naming settings as follows:

Setting... For network interface Media Connection #1

Interface Name | The device host name with the“_he0” suffix added is required.

Set To Default Not recommended

DNS Suffix Allowed, if applicable to the network. The DNS suffix is added to the
interface name.
Aliases Not allowed

Use Interface Selected is required
Name/Aliasesin
Host Files

14.Asin steps earlier in this procedure, reconcile planned and current settings. If you
must edit the | P address, make settings as follows:

Setting... For network interface Media Connection#1

Network Sreaming isrequired

Address Allocation Satic isrequired.

IP Address The |P address for this interface on the network. Required.

15.When you have verified that the planned settings are correct, click OK, then Yes
to apply settings to the device and close.

A Contacting Device message box reports progress.

NOTE: For the K2 Summit Production Client, when configuration is complete,
make sure you lock the device in SiteConfig. This enables the write filter.

Adding a control point PC placeholder device to
the system description

Prerequisites for this task are as follows:
» The system description contains a group.

1. Inthe Network Configuration | Devices treeview, right-click agroup and select Add
Device.
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Add Device X|
F amily: Type: M odel:
Aurora i MM
k2 g M b
tediaFrame < Cuztam
Metwark, Switch

Storage
System Management
Third Party Devices

M arme: |><xxxxmx Cantral Metwork: ICc-ntrc-I j
Amaunt: |1 3: Starting Address: I j
Plattarm: I:-:SB 'l

Ok | LCancel I

The Add Device dialog box opens.
2. Configure settings for the device you are adding as follows:
e Family — Select System Management.
» Type— Select ControlPoint PC.
» Model — Select Control Point PC.

» Name- Thisisthe device name, as displayed in the SiteConfig devicetree view
and device list view. Y ou must configure this name to be the same as the host

name on the actual control point PC.

» Amount — Leave this setting at 1. Do not attempt to configure multiple control

point PC simultaneously.

» Control Network — Select the control network.

» Starting Address— Select the | P address that isthe address currently configured

on the actual control point PC.

3. Click oK to save settings and close.

Verify that | P settings for the placeholder device's control network interface are
identical to those on the actual control point PC before using SiteConfig to discover

the control point PC on the control network.

Assigning the control point PC

Prerequisites for thistask are asfollows:

» TheSiteConfig control point PC hasthe SiteConfig Discovery Agentinstalled. The
Discovery Agent is also known as the Network Configuration Connect Kit. In
Windows Add/Remove Programs, it can be displayed as either Network

Configuration Connect Kit or SiteConfig Discovery Agent.

» The system description contains a control point PC placeholder device.

» Theplaceholder's control network interfaceis configured with the control network

IP address that is currently on the actual control point PC.
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» The device name of the control point PC placeholder is same as the host name of
the actual control point PC.

In this procedure you discover the physical control point PC and assign it to the
placeholder control point PC in the system description.

1. Open SiteConfig on the control point PC.
. Discover devices and identify the control point PC discovered device.
. Assign the discovered device to the control point PC placeholder.

. In the Network Configuration | Devices tree view, select the control point PC.

a A W DN

. Inthe Interfaces list view, right-click the control network interface and select Edit.
The Managed Network Interface Details dialog box opens.

6. Evaluate | P settings as follows:

 If only Current settings are displayed (the Planned tab is not displayed), it means
the planned settings you configured on the placeholder device are identical to
those on the actual control point PC If thisisthe case, no further configuration
isrequired.

« |If both a Current tab and a Planned tab are displayed, it means the planned
settings you configured on the placeholder device are not identical to those on
the actual control point PC. If thisisthe case, do not apply planned settings.
Doing so overwrites | P settings on the actual control point PC, which stops
network communication. Instead, select the Planned tab and click Remove.

NOTE: Do not Click ok if planned settings (red text) are displayed.

7. When you are sure that only Current settings are displayed and that those are the
current valid settings for the control point PC, click Apply, then OK to save settings
and close.

Making the host name the same as the device name

1. Verify that the current device name, as displayed in the SiteConfig tree view, isthe
same as your desired host name.

2. Inthe Network Configuration | Devices | Device list view, right-click the device and
select Edit.

The Edit Device dialog box opens.

3. If the host name is currently different than the device name, click Set to Device
Name.

This changes the host name to be the same as the device name.
4. Click OK.

Pinging devices from the control point PC

Y ou can send the ping command to one or more devicesin the system description over
the network to which the control point PC is connected. Typically thisisthe control
network.
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1. Inthe Network Configuration | Networks tree view, select anetwork, site, or system
node.

2. Inthe Devices list view, select one or more devices. Use Ctrl + Click or Shift +
Click to select multiple devices.

3. Right-click the selected device or devices and select Ping.
The Ping Devices dialog box opens and lists the selected device or devices.

The Ping Devicesdial og box reportsthe progress and results of the ping command per
device.

About hosts files and SiteConfig

SiteConfig uses the network information in the system description to define a hosts
file and alows you to view the hosts file. SiteConfig can manage this hosts file on
Windows operating system devicesthat arein the system description and that are part
of a SiteConfig managed network.

When you have successfully assigned devices and applied planned network settings
tointerfaces, it isanindication that host tableinformation, as currently captured in the
system description, is valid and that you are ready to have SiteConfig assemble the
host table information into ahostsfile. Y our options for placing this host table
information on devices are as follows:

* If you do not want SiteConfig to manage your host table information, you can
manage it yourself. Thisistypicaly the caseif your facility has an existing hosts
file that contains host table information for devices that are not in the SiteConfig
system description. In this case, you can have SiteConfig generate a single hosts
file that contains the host table information for the devicesin the system
description. Y ou can then copy the desired host table information out of the
SiteConfig hosts file and copy it into your facility hostsfile. Y ou must then
distribute your facility hosts file to devices using your own mechanisms.

 If youwant SiteConfig to manage all information in hostsfiles on devices, you can
have SiteConfig copy its hosts file to devices. In so doing, SiteConfig overwrites
the existing hostsfileson devices. Therefore, thisrequiresthat all devicesthat have
name resol ution through the hostsfile be configured accordingly in the SiteConfig
system description.

If you choose to have SiteConfig write hosts files to devices, the process consumes
system resource and network bandwidth. Therefore you should wait until you have
verified theinformation for all devices/interfacesin the host file, rather than updating
hosts filesincrementally as you discover/assign devices.

SiteConfig does not automatically deploy hosts files to managed devices as you add
or remove devices. If you add or remove devices from the system description, you
must re-deploy the modified hosts file to all devices.

Generating host tables for devices with SiteConfig

Prerequisites for thistask are asfollows:

» Planned control network settings are applied to control network interfaces and
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devices are communicating on the control network as defined in the system
description.

* Interfaces for networks that require name resolution viathe hosts file, such as the
FTP/streaming network, have settings applied and are communicating.

» You have viewed host names, as currently defined in the system description, and
determined that they are correct.

» Thecontrol point PC isadded to the system description so that it isincluded in the
host tables generated by SiteConfig.

1. Inthe Network Configuration | Networks tree view, select anetwork, site, or system
node.

2. Click View Hosts file.

A Hosts File Contents window opens that displays the contents of the hostsfile as
currently defined in the system description.

3. Verify theinformation in the hosts file.
4. Do one of the following:

 |If you are managing host table information yourself, click save As and save a
copy of the hostsfile to alocation on the control point PC. Then open the copy
of the hostsfile, copy the desired host table information fromit, and pasteit into
your facility hosts file as desired. Then you can use your own process to
distribute the facility hostsfile to devices. Remember to distribute to the control
point PC so that SiteConfig and other management applications such as
K2Config can resolve network host names.

 |If SiteConfig is managing hosts files, do the following:

NOTE: Writing hosts files to multiple devices consumes system resource and
network bandwidth. Thereforeit isrecommended that you wait and do this after the
system is complete and fully implemented, rather than updating hosts files
incrementally as you discover/assign devices.

a. Inthe Network Configuration | Devices | Devices list view, right-click adevice to
which you intend to write the hosts file and select View Current Host File.

A Host File Contents window opens that displays the contents of the hosts file
that is currently on that actual device.

b. Verify that thereis no information that you want to retain in the device' s current
hosts file that is not also in the hosts file as currently defined in the system
description. If you need to save the device's current hostsfile, click Save As and
saveto adifferent location.

c. Inthe Network Configuration | Devices | Devices list view, right-click adevice or
use Ctrl + Click to select multiple devices, and select Update Host File.

The current hosts file is overwritten with the hosts file as defined in the system
description.
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Configuring deployment groups

Prerequisites for this procedure are as follows:

» Thedeviceisassigned in the SiteConfig system description and network
connectivity is present.

1. Inthe Software Deployment | Deployment Groups treeview, right-click thetop node
and select Add Deployment Group.

A deployment group appearsin the tree view.

2. Right-click the deployment group, select Rename, and enter a name for the
deployment group.

3. Right-click the deployment group and select Add Target Device.
The Add Target Device(s) wizard opens.

Add Target Device[s]

Choosge one or more devicesz upon which to deploy the software.

Available target devices: Select target devices from list below:

= [ System
-8 SITE

=-fy K25ummitStandalone .
-~ BHOBASMES Surnmitl it tarage
g MCDC
.3 SITEJEP
‘i SITEK2MCIntStorage
@ SummitD Cstorage
L SummitlrtStorage

i‘n Some devices are not listed because they are already members of other Deplovment
Groups.

Ok | Cancel |
4

4. Inthe Available Target Devicestree view, select the node that displaysthe devices
that you are combining as a deployment group.

5. In the right-hand pane, select the devices that you are combining as a deployment
group.
To select multiple devices, you can drag through the devices, use Ctrl + Click, or
use Shift + Click.

6. Click OK.

Thedevicesappear in the Deployment Groupstree view under the deployment group.
Before you perform a software deployment, you must check software on the devices
that will be receiving new software. If you have already added packagesto the group,
on the Deployment Groupstab you will a so see deployment tasks generated for every
device with roles that match the package contents.
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About deploying software for stand-alone K2
clients
Y ou must control the sequence of software deployment tasks and device restarts as
you upgrade software. The exact steps can vary from software version to version.

Make sure you follow the documented task flow in the release notes for the version
of software to which you are upgrading.
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Chapter 6

Managing K2 system software

About K2 system software

This chapter contains the following topics:

» “About K2 system software”

» “Ingtaling Control Point software’

» “Installing K2 software”
» “Backup and recovery strategies’

Check K2 Release Notes for the latest information about software.

At the time of thiswriting, the primary software installations for the K2 Summit
Production Client and K2 products are as follows:

This Is distributed Which is And is described as

software... on... With the installation file located at... installed on... follows:

K2 Client TheK2System  .\K2Client\setup.exe K2 Summit Provides core functionality
Software CD Production for al K2 clients models.
andvia Clientsand K2
download Media Clients

K2 Server TheK2System  .\K2Server\setup.exe K2 Media Provides core functionality
Software CD Servers for all K2 MediaServersin
and via al roles.
download

Control TheK2System  ..\ControlPoint\setup.exe Control Point Provides remote control

Point Software CD PCs and configuration of K2
and via clients (both internal and
download externa storage) aswell as

the K2 SAN.

MediaFile TheK2System  ..\snfs\gvanfsxxSetupK?2.bat K2 Media Provides a dedicated file

System Software CD Servers, system for access to media

(SNFS) and via stand-alone K2  data. Install only as
download clients, and instructed by release notes.

shared storage
(SAN) K2
clients

NetCentral TheNetCentral  ..\ServerSetup.exe The NetCentral  Provides remote
Manager CD server PC (this  monitoring of all K2

canbea products.
Control Point
PC)

In addition, the following software is installed in special cases:

» Multi-Path I/O software — Y ou must install this software on K2 Summit
Production Clients and K2 Media Clients that are part of aredundant K2 SAN and
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on K2 Summit Production Clients and K2 Media Clients with direct-connect

storage.

Software components installed

Each of the K2 installation packages installs software components that provide the
functionality for various applications and system tools. The componentsinstalled are

asfollows:
Software Componentsinstalled Comments
K2 Client Core system software Provides the primary media functionality.
AppCenter user Allows you to operate AppCenter on the local machine.
interface
AppServer Provides AppCenter functionality. It is accessed by both the
remote AppCenter (on a Control Point PC) and the local
AppCenter user interface.
Storage Utility Configures the media storage on internal storage K2 clients
only. Do not run Storage Utility on shared storage K2 clients.
K2 System Installed only on shared storage models. Providesto the
Configuration remotely connected K2 System Configuration application the
ability to configure the local machine. Y ou cannot run the K2
System Configuration user interface on the local K2 client.
Multi-Path 1/0 Installation files copied to K2 client but software not installed.
K2 Server Core system software Provides the primary media functionality.
Storage Utility Provides functionality for the remotely connected Storage
Utility that runs on the Control Point PC. Y ou should not run
Storage Utility locally on the K2 Media Server.
K2 System Provides to the remotely connected K2 System Configuration
Configuration application the ability to configure the local machine. Y ou
cannot run the K2 System Configuration user interface on the
loca K2 Media Server.
Control AppCenter user Connectsto K2 clients for control and configuration of
Point interface channels.
K2 System Connectsto K2 clients, K2 Media Servers, RAID storage, and

Configuration user
interface

Gigabit switches for configuration of the K2 SAN.

Storage Utility

Connects to the K2 Media Server, and through the K2 Media
Server to the RAID storage, for configuration of the mediafile
system, media database, and RAID storage.

Installing Control Point software

If you are using the Grass Valley Control Point PC, it comes from the factory with
software installed, so you should not need to install software.
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If you intend to use a PC that you own as a Control Point PC, make sure that you
choose a PC that meets system requirements for supporting Control Point software.
Refer to “Control Point PC system requirements” on page 208. Then install software
and configure as follows:

1. Set up Windows user accounts according to your site's security policies. The
accounts and the case-sensitive passwords that match the factory default accounts
on K2 systems are as follows:

e Administrator:adminkK?2
e K2Admin:K2admin
e K2User:K2user

2. Install the following software, asit is required to support K2 Control Point
software:

¢ MSXML 4.0
* .NET Framework 1.1
Y ou can find this software on the K2 System Software CD.
3. Install K2 Control Point PC software, as referenced earlier in this chapter.

4, It isrecommended that you install the following software, so that you can
accomplish abroad range of operational and administrative tasks from the control
point PC:

» JavaReal Time Environment Update 7 or higher. Required for the HP Ethernet
Switch configuration interface, which is used for K2 SANSs (shared storage).

» QuickTime7, for local viewing of exported media. Y ou can find thison the K2
System Software CD.

» Adobe Acrobat Reader, for reading documentation from the K2 Documentation
CD.

5. Install SiteConfig. It isrecommended that you use SiteConfig to manage
stand-alone K2 clients. It isrequired that you use SiteConfig to manage K2 SANSs.

6. Install NetCentral and its supporting software, such as the following:
* NetCentral Manager
» Basic 1S 6.0 package

* SNMP (Windows Components)

Refer to NetCentral manuals for complete installation and configuration
instructions.

NetCentral isrequired and included as part of the product for shared storage K2
clients and the K2 SAN. NetCentra is optional but recommended for stand-alone
K2 clients.

7. Create a backup image.
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Installing K2 software

Except as noted in the preceding sections, when you receive your K2 system, you do
not need to install software. The system has software pre-installed at the factory.

If you are upgrading software on a K2 system, refer to the K2 Release Notes for that
version of software for specific upgrade procedures. If you are upgrading aK2 SAN,
you must use SiteConfig with the proper sequence and upgrade al K2 Media Servers
and K2 clientsto the same software version. Upgrade K2 Media Serversfirst, then K2
clients. Refer to K2 Release Notes for the compl ete explanation of the rulesthat apply
to upgrading software on the K2 SAN.

Before upgrading K2 software, you should make a recovery image.

Pre-installed software

Softwareis pre-installed on K2 products when you receive them from the factory.
Refer to K2 Release Notes for version updates.

Backup and recovery strategies

Find information on creating images, restoring from images, and other backup and
recovery information as follows:

For this device... Find information in this documentation:

K2 Summit Production Client K2 Summit Production Client Service Manual
K2 Media Client K2 Media Client Service Manual

K2 Solo Media Server K2 Solo Media Server Service Manual

K2 Media Server K2 SAN Installation and Service Manual
Control Point PC Use procedures from a K2 client Service Manual
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Administering and maintaining the
K2 system

This chapter contains the following topics:

“Licensing” on page 143

“About the write filter” on page 141

“Enabling the write filter” on page 142

“Disabling the write filter” on page 142

“Committing afile to disk with write filter enabled” on page 142
“Configuring K2 security” on page 144

“K2 and NetCentral security considerations’ on page 153
“Microsoft Windows updates’ on page 154

“Virus scanning policies’ on page 155

“Enabling and disabling the USB ports’ on page 156
“Configuring auto log on” on page 156

“Regional and language settings’ on page 157

About the write filter

The K2 Summit Production Client or K2 Solo Media Server has afile-based write
filter, which is afeature of the Windows embedded operating system. With the write
filter enabled, files can be created, modified, and deleted, but these changes are held
inamemory cache. When the K2 Summit Production Client or K2 Solo Media Server
restarts, these changes are lost and the K2 system returnsto its original state. This
protects the K2 system from changes and increases on-air reliability. For any system
configuration change, the write filter must be disabled; otherwise changes are lost at
the next restart.

Some directories, such as C:\logs, C:\Profilé\config, and C:\Profile\Channel Suites,
are excluded from write filter protection, so that channel configuration and logs are
saved. Do not attempt to alter thislist of excluded directories. If you suspect that write
filter configuration has been altered, use the recovery image process to restore to the
default configuration.

To enable the writefilter, the K2 system must be restarted. Likewise, to disable the
write filter, the K2 system must be restarted. Y ou can enable/disable the write filter
remotely using the SiteConfig lock/unlock feature on one K2 system at atime or on a
group of K2s all at once. Y ou can also enable/disable the write filter from alocal K2
system.
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Enabling the write filter
Prerequisite:
» K2 software must be installed on the K2 system.

1. If you have not already done so, log in to the K2 system with administrator
privileges.

2. From the Windows desktop click Start | All Programs | Grass Valley | Write Filter
Utility.

FBWF Manager opens.
. Under Filter Settings, set Filter to Enable.
. Under Protected Volumes, set C: to Protected.
. Click oK.
. When prompted, restart the K2 system.

o o1 A W

Disabling the write filter
Prerequisite:
» K2 software must be installed on the K2 system.

1. If you have not already done so, log in to the K2 system with administrator
privileges.

2. From the Windows desktop click Start | All Programs | Grass Valley | Write Filter
Utility.

FBWF Manager opens.
3. Under Filter Settings, set Filter to Disable.
4. Click OK.
5. When prompted, restart the K2 system.

Committing a file to disk with write filter enabled
Prerequisite:
» K2 software must be installed on the K2 system.

Y ou can over-ride the write filter for an individual file and permanently save the file
to disk.

1. If you have not aready done so, log in to the K2 system with administrator
privileges.

2. From the Windows desktop click Start | All Programs | Grass Valley | Write Filter
Utility.

FBWF Manager opens.
3. Under Exclusions, click Browse.

4. Browse to the file that you want to save permanently, select the file and click oK.
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Licensing

Filesin directoriesthat exist on the Compact Flash can be created. New directories
cannot be created. Y ou cannot commit deletions of files.

5. Click Commit.
6. Click OK.

Licensing

Grass Valley continues to develop the K2 product family to better meet the needs of
awiderange of customer requirements. Asthese developments becomeavailable, you
can add the specific functionality you need with Grass Valley software licenses.
Detailed procedures for installing licenses come with option kits or are included in
release notesfor K2 products. Contact your Grass Valley representativeto learn more
about the licensing structure and for purchasing information.

Software version licenses

At major software releases, significant new features are added. If you are licensed for
the software release, you can upgrade your software and receive the benefits of the
new features.

Licensable options

Optional applications, bundles of advanced features, and enhanced functionality are
available as licensable options for K2 products. Refer to the K2 Release Notes for a
list of options, and contact your Grass Valley representative to |earn more about
options.
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Configuring K2 security
The section includes the following topics:
» “Overview of K2 security features’ on page 145
» “Example: Setting up user accessto bins’ on page 146
» “Example: Setting up user access to channels’ on page 146
e “Security and user accounts’ on page 147
» “Configuring media access security for K2 bins’ on page 147
» “AppCenter operations and media access security” on page 149
» “FTP and media access security” on page 149
» “K2 SANs and media access security” on page 150
» “Protocol control of channels and media access security” on page 150

» “Configuring channel access security” on page 151
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Overview of K2 security features

K2 security features reference Windows operating system user accounts and groups
on the local K2 system to determine permission levels. Depending on the account
used to log on to the Windows operating system, to log on to K2 applications, or to
otherwise authenticate system access, permission is granted for various levels of
operational and media access.

K2 systems offer security features as follows:

» Windows operating system — Depending on the current Windows logon,
permission is granted to make settings in the Windows operating system. Refer to
the next section “ Security and user accounts’ on page 147.

» K2 applications— Depending on the user account used to log on to the application,
permission is granted to control and configure the application. These K2
applicationsinclude AppCenter, Storage Utility, and the K2 System Configuration
application. Refer to the next section “ Security and user accounts’ on page 147.

» Mediaaccess— There are three types of media access security, asfollows:

» Mediaaccessin AppCenter — Y ou can set user permissionson the K2 binsthat
store your media. Then, depending on the current AppCenter logon, permission
is granted for AppCenter operations on the mediain the bins. Refer to
“AppCenter operations and media access security” on page 149.

» MediaaccessviaFTP— Theuser permissionsset on K2 binsin AppCenter also
determine access via FTP. Depending on the FTP session logon, permission is
granted for FTP commands accessing the mediain the bins. Refer to “FTP and
media access security” on page 149.

» Mediaaccessviaprotocols— The permissionsset on K2 binsin AppCenter also
determine access for channels controlled by protocols. Depending on the
channel accessing the media, permission is granted for operations on the media
inthebins. Refer to “ Protocol control of channels and mediaaccess security” on
page 150.

» Channel access— Y ou can set user permissionsfor each channel. Then, depending
on the current AppCenter logon or protocol operating a channel, permission is
granted or denied to operate the channel. Refer to “Configuring channel access
security” on page 151.
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Example: Setting up user access to bins

Inthisexample User A requiresaprivate bininwhich only they can seemediaor have
any access to media. User B requires a bin that provides mediato other users, but
prevents other users from modifying the media. To set up security features to meet

these requirements, do the following:

Task

Documentation

[_Tog on to the local K2 system with Windows administrator
permissions.

“Security and user accounts’ on page 147

[ Qonfigure a“userA” account and a*“userB” account on the local K2
client.

Use standard Windows procedures

[_Tog on to AppCenter with K2 administrator permissions.

“Security and user accounts’ on page 147

[_Qreate a“userA_private” bin and a“userB_share” bin on the local
K2 system.

K2 AppCenter User Manual

[_Hor bin “userA_private” configure an access control list with
permissions as follows:
- Create agroup and add all users except user A to the group. For this
group, set permissions to: Deny Full Control
- userA: Allow Full Control

“Configuring mediaaccess security for K2
bins’ on page 147

[_Hor bin “userB_share” configure an access contral list with
permissions as follows:

- Create agroup and add all users except user B to the group. For this
group, set permissionsto: Allow List Bin Contents, Allow Read, Deny
Write, Deny Delete

- userA: Allow Full Control

“Configuring mediaaccess security for K2
bins’ on page 147

[_Tog on to AppCenter as userA. Test userA access to bins. Log off.

[_Tog on to AppCenter as userB. Test userB access to bins. Log off.

Example: Setting up user access to channels

In this example User A requires exclusive access to channels 1 and 2 and User B
requires exclusive accessto channels 3 and 4. To set up security featuresto meet these

requirements, do the following:

Task

Documentation

[_Tog on to the local K2 system with Windows administrator
permissions.

“Security and user accounts’ on page 147

[ Qonfigure a“userA” account and a*“userB” account on the local K2
client.

Use standard Windows procedures

[_Tog on to AppCenter with K2 administrator permissions.

“Security and user accounts’ on page 147

[_Hor channels 1 and 2, configure access control lists with permissions
asfollows:
- Create agroup and add all users except user A to the group. For this
group, set permissions to: Deny
- userA: Allow

“Configuring channel access security” on
page 151

[Hor channels 3 and 4, configure access control lists with permissions
asfollows:
- Create agroup and add all users except user B to the group. For this
group, set permissions to: Deny
- userB: Allow

“Configuring channel access security” on
page 151

[Tog on to AppCenter as userA. Test userA access to channels. Log off.

[ Tog on to AppCenter as userB. Test userB access to channels. Log off.

K2 System Guide
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Security and user accounts

To provide abasic level of security, the K2 system ships from the factory with three
pre-configured Windows operating system user accounts, with login usernames
Administrator, K2Admin, and K2User. From these accounts, the K2 system enforces

security levels, as shown in the following table.

Windows K2 K2 user Unknown user
administrator administrator (alogin that is not one of
the default accounts)

Login Administrator  K2Admin K2User N/AZ

Password adminK 2 K2admin K2user N/A

(case sensitive)

AppCenter Full access Full access Can view Can't access

Configuration

Manager

AppCenter Full access Full access Full access; Can view channel suites,
requires an channdl status, on-line
account on the help and System Status
K2 system(s) pane. Can export logs.

Storage Utility  Full access® Full access Can't access Can't access

K2 System Full access® Full access Can't access Can't access

Configuration

application

Windows Full access Limited access Limited access Limited access (based on

Operating (based on (based on Windows login

System Windowslogin ~ Windows login privileges)

privileges) privileges)

The unknown user, like all others who access the K2 system, must have a valid Windows login for the

K2 system or the control point PC through which the K2 system is being accessed.

K2 SAN Installation and Service Manual.

For moreinformation about Storage Utility or the K2 System Configuration application security, seethe

Using standard Windows operating system procedures and the Microsoft
Management Console, you can set up additional local users and groups, aswell as
domain users and groups. Once these are set up, they are available to K2 security
features. In thisway you can set up a security framework to match your site’ sunique
security requirements.

Configuring media access security for K2 bins

The permissions you set on a K2 bin restricts access to the mediain the bin via
AppCenter operations, viaFTP, and via protocol control of channels.

Y ou can set permissions on aK?2 bin asfollows:

» Write— Allow access to rename or delete any of the clipslocated in the bin.

» Delete — Allow access to delete any of the clips located in the bin.

» Read — Allow accessto the clips located in a bin, but deny the ability to modify
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the clips.

List Bin Contents— Allow or deny access to explore the contents of the bin. This
permission also controls access to transfer clips in/out of the bin and to perform
search operations on the bin.

Full Control — Allow or deny all of the above permissions plus the ability to
modify the permissions on abin.

Asyou configure permissions, take the following into account:

In case of conflicts, the Deny permission always overrides the Allow permission.

Do not restrict access for the movie and mxfmovie accounts. These accounts are
used for access by applications and modifying permissions can cause applications
and transfersto fail. If your security policy requires restricting access to these
accounts, contact Grass Valley Support.

By default, the “Everyone” group is set to Full Control, with all permissions
allowed. When you create a new bin it has these default permissions applied
automatically.

Avoid using the “Everyone” group to restrict permissions. Doing so causes some
or al operationsto fail, regardless of the account currently logged on.

The “system” user account must retain access to bins and files.
Never deny any permissions to the the user NT AUTHORITY\System.

The user account that originally created a bin always retains the ability to modify
permissions on that bin.

If you need to restrict accessto a K2 bin that you have created, set up a media access
contral list on the bin, asinstructed in the following procedure.

1. Make sure you are logged on to Windows and AppCenter with administrator

privileges.

2. Create user accounts and bins as necessary to support your permission policies.

3. Inthe Clips pane, select the Current Bin drop-down list, then select Organize Bins.

The Organize Bins dialog box opens.

4, Create abin if necessary, or otherwise select the bin for which you are setting

permissions and then click Permission. The Permission settings dialog box opens.

NOTE: You can not set permissions on the default bin or on the Recycle bin.
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AppCenter operations and media access security

sl Permission settings for userA
Group or uzer hames:
YEvemone
Add... ] [ Remove l
Permizzions for Everpone Allow Deny
Full Contral |
Lizt Bin Contents |
Read 1
Write 1
Delete |
[ QK ] [ Cancel ] [ Apply l

5. Add users and groups to the access control list and set permissions as follows:

a. Click Add. The Select Users or Groups dialog box opens. Thisis the standard
Windows operating system interface to users and groups, So you can use
standard Windows procedures. In the “Enter the object names...” box, you can
enter the users or groups for which you want to set permissions, then click oK.

b. In the Permission settings dialog box, select a user or group and then set
permissions as desired.

6. Click Apply, OK, and Close to save settings and close dialog boxes.

AppCenter operations and media access security

AppCenter uses the credentia information for the current AppCenter logon and
checksit against the access control list for aK2 bin. Thisisthe access contral list that
you set up through the Organize Bins dialog box in AppCenter. In this way,
AppCenter determines whether to allow or deny operations on mediain aK2 bin.

Once permissions are granted based on the current logon account, those permissions
remain in place until that account logs off of AppCenter.

FTP and media access security
Thefollowing systems host the K2 FTP interface:
» A stand-alone K2 system.
* A K2 Media Server that takes the role of FTP server
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Theway in which the K2 FTP interface applies media access security isexplained in
this section.

The K2 FTP interface uses the credential information for the current FTP session
logon and checks it against the access control list for aK2 bin. Thisisthe access
control list that you set up through the Organize Bins dialog box in AppCenter. Any
media access related operations such as get, put, dir, rename and delete are checked
against the FTP session’s logon credential s to access the media. For example, if an
FTP session isdenied access to List Bin Contents for bin A, then the session can not
initiate adir operation on bin A to list the contents of the bin. Furthermore, the session
can not transfer clipsinto bin A using the put operation.

For the purpose of compatibility FTP access conventions, accounts for user movie or
user mxfmovie are provided on the K2 system. These accounts are automatically set
up whenyouinstall K2 software version 3.2 or higher. Do not restrict accessfor these
accounts. If your security policy requires restricting access to these accounts, contact
Grass Valley Support.

On aK2 SAN, authentication takes place on the K2 Media Server. Setting up FTP
security for specific local users and groups is not supported on a K2 SAN, with the
exception of the local movie and mxfmovie accounts. However, you can set up FTP
security for domain users and groups.

K2 SANs and media access security

This section appliesto mediaaccess security, not FTP security. Refer to the preceding
section for information about FTP security.

On aK2 SAN, the users and groups referenced by media access security features are
the users and groups on the connected K2 clients, not the K2 Media Server. To
simplify account setup and maintenance, you can use domain users and groups rather
than local users and groups.

If you use local users and groups, to support media access security you must have
those same exact local accounts set up on each K2 client and K2 Media Server within
the K2 SAN. However, you don’t need to set up security via AppCenter on each K2
client. When you modify permissions on ashared storage bin from one K2 client, then
permissions are enforced similarly on al of the K2 clientsin the K2 SAN.

Protocol control of channels and media access security

Protocol security restricts a channel in its access to the mediain a bin, regardless of

what user is currently logged on to AppCenter. Thisis different than the other types
of media access security, in which the security restricts the user (as currently logged
on to AppCenter) in their access to the mediain a bin, regardless of what channel is
being used.

Nevertheless, permissions for protocol channels are still derived from user accounts.
In AppCenter’s Configuration Manager, on the Security tab you can associate a user
account with achannel of protocol control. Based on that associ ation, when a protocol
controls the channel, AppCenter checksthe credential information for the associated
user account against the access control list for aK2 bin. Thisisthe access control list
that you set up through the Organize Bins dialog box in AppCenter. In thisway,
AppCenter determines whether to allow or deny that channel’ s operations on the
mediain the bin.
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By default, protocols have administrator privileges for media access. In addition,
protocols are always allowed access to a channel.

To associate a protocol channel with auser account, do the following:

1. Make sure you are logged on to Windows and AppCenter with administrator
privileges.

. Create user accounts and bins as necessary to support your permission policies.
. Click system | Configuration. Configuration Manager opens.

. Click achannel tab.

. Click the Security tab.

. Enter the username, the password, and (if applicable) the domain for the user
account that you are associating with the channel.

When this channel is under protocol control and it accesses mediain abin for
which permissions have been set, AppCenter makes the channel’ s access to the
media equivalent to this user’s access to the media.

o 0o A WD

7. Click oK to save Configuration Manager settings and close Configuration
Manager.

8. Restart AppCenter to put the change into effect.

Configuring channel access security

Channel access security restricts the user (as currently logged on to AppCenter) in
their use of an AppCenter channel, regardless of what bin or what mediaisinvolved.
Thisisdifferent than media access security, in which the security restrictsthe user in
their access to the mediain a bin, regardless of what channel is being used.

Y ou can set up an access contral list for each channel through the channel’s
Permissions dialog box. AppCenter uses the credential information for the current
AppCenter logon and checks it against the access control list for a channel. In this
way, AppCenter determines whether to allow or deny accessto the channel’ scontrols.

When you set up a channel access control list, you select the permissions for the
channel asfollows:

» Allow — The user can operate the channel. All channel controls are enabled.

» Deny — The user can not operate the channel. The controls are not displayed on
the channel pane.

« If neither Allow nor Deny are selected permissions are inheirited from the user’s
parent group.

Y ou configurethese permissionsto apply to usersand groups. By default, all channels

have their permission set to allow accessto “Everyone”. In case of conflicts arising

from a user belonging to multiple groups, the Deny permission always overrides the

Allow permission.

When you log on to AppCenter on alocal K2 system, permissions for all local
channels are based on the single user logged on. Therefore channel permissions are
enforced for just one user at atime across all local channels. If you require that
channel permissions be enforced simultaneously for different users each accessing
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their own channel or channels on asingle K2 system, those users must log on viaa
remote AppCenter channel suite from a Control Point PC. The remote AppCenter
channel suite allows each channel to be operated by a different user.

Once permissions are granted based on the current logon account, those permissions
remain in place until that account logs off of AppCenter.

If you need to restrict accessto an AppCenter channel, set up achannel access control
list, asinstructed in the following procedure:

1.

Make sure you are logged on to Windows and AppCenter with administrator
privileges.

2. Create user accounts and bins as necessary to support your permission policies.

3.
4,
5.

Click system | Configuration. Configuration Manager opens.
Click achannel tab.
Click the Security tab.

NOTE: Do not configure protocol user setup. Thisisfor protocol media access
security only and has nothing to do with channel access security.

6.

Click Permission. The Permissions dialog box opens.

Permissions for C1

Groupor USET Names:
BUILTIN Admiristrators

[ Add... H Remove ]

Permissions for Everyone Allow Deny
Channel Access O
[ ok || Canced || Mooy |

7. Add users and groups to the access control list and set permissions as follows:

K2 System Guide

a Click Add. The Select Users or Groups dialog box opens. Thisis the standard
Windows operating system interface to users and groups, so you can use
standard Windows procedures. In the “Enter the object names...” box, you can
enter the users or groups for which you want to set permissions, then click oK.

b. In the Permission settings dialog box, select a user or group and then set
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permissions as desired.

Remember that by default, “Everyone” is set to Allow. Y ou might need to
change thisin order to configure your permission policies.

NOTE: You can not change permissions for the BUILTIN\Administrators account.

8. Click Apply and OK to save settings and close the Permissions dialog box.

9. Click ok to save Configuration Manager settings and close Configuration
Manager.

10. Restart AppCenter to put the change into effect.

K2 and NetCentral security considerations

Mapping a NetCentral administrator to the K2 administrator level

27 October 2009

When using K2 with NetCentral, bear in mind that NetCentral has its own levels of
security. Grass Valley recommends mapping the NetCentral administrator with the
K2 administrator level application access. Y ou need Windows administrator
privileges to add or modify auser’s privileges.

Thefollowing procedure uses K2A dmin asan example of auser name. Y ou may want
to modify the administrator accounts to bring them in line with your site’s security
policies.

A user who belongsto agroup hasall the rights and permissions granted to that group.
Tobeableto use NetCentral and K2, you need to create alocal K2Admin user account
and add it to the NCAdministrator group on the NetCentral Server PC. (This could
also be the Control Point PC.)

1. Create the user named K2Admin:
a. Open Computer Management.
b. In the console tree, right-click on the Users folder.
c. Select New User.

d. Inthe New User dialog box, enter the user name K2Admin and the password
K2admin.

e. Select or clear the check boxes, as desired, for:

User must change password at next logon

- User cannot change password
- Password never expires
- Account is disabled
f. Click Create, and then click Close.
2. Add the NCAdministrator group to the K2Admin user:
a. Open Computer Management.

b. In the console tree, click Users.
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c. Right-click the K2Admin user and select Properties.
d. Select the Member Of tab and click Add.

e. Enter the group name NCAdministrator and click OK.

L Computer Management

g File Action View Window Help =, J
« || 2
I Computer Management (Local) | Name Description |
=1, System Tools 5 Administrators Administrators have complete and u...
+I-{g] Event Viewer gBackup Cperators Backup Operators can override secu. ..
N % Shared Folders gGuests Guests have the same access as me...
T Local Users and Groups gNetwork Configuration ... Members in this group can have som...
g gPower Users Power Users possess most administr...
. Performance Logs and Alerts gRemohe Desktop Users Members in this group are granted t...
g Device Manager gReplicamr Supports file replication in a domain
- & Storage gUsers Users are prevented from making ac...
= Removable Storage gHeIpServicesGroup Group for the Help and Support Center
g Disk Defragmenter gNCAdminish'ahDr MNetCentral Administrator
Disk Management gNCTechnician MetCentral Technician
+ & Services and Applications gNCUser MetCentral User
< ¥

For more information on NetCentral security, see the NetCentral on-line Help.

Microsoft Windows updates

The K2 Summit Production Client or K2 Solo Media Server operating systemis
Microsoft Windows X P Embedded. Microsoft Windows updates do not apply to the
Microsoft Windows Embedded operating systems. Do not attempt to install a
Microsoft Windows update on a K2 Summit Production Client or K2 Solo Media
Server.

Other Grass Valley products, such as the K2 Media Server, have a non-embedded
Windows operating system. Grass Valley recognizes that it is essential to be able to
deploy Microsoft security patches to these Windows-based products as quickly as
possible. AsGrass Valley systems are used to meet the mission-critical requirements
of your environment, we fedl it isimperative that systems be kept up to datein order
to maintain the highest level of security available. To that end, we encourage you to
install all high priority operating system updates provided by Microsoft. In the
unlikely event that one of these updates causesiill effectsto a Grass Valley system,
you are urged to uninstall the update and contact Grass Valley customer service as
soon as possible. Grass Valley will investigate the incompatibility and, if necessary,
provide a software update or work-around to alow our products to properly function
with the Microsoft update in question.

Please note that this policy applies to “High Priority” updates only. There are
countless other updates not classified as“High Priority” which are made available by
Microsoft. If you feel that one or more of these other updates must be applied, we
request that you contact Grass Valley prior to installation.
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Y ou should exercise common sense when applying these updates. Specifically,
updates should not be downloaded or installed while a Grass Valley product is being
used for mission critical purposes such as play to air.

Virus scanning policies

The K2 system is based on the Microsoft Windows operating system. It isimportant
to defend this system against virus or SpyWare attacks. Grass Valley supports the
scanning of the K2 system drives (the disk drives or drive partition used to house the
operating system and installed application software) from a PC that is running the
scanning program while the K2 system is being used to record or play video to air.
The anti-virus package executing on the PC can be scheduled to scan the system
drives of multiple K2 systems.

The following strategies are recommended for virus scanning:

* Run the scanning software on adedicated PC that connectsto the K2 system viaa
network mount. Do not run scanning software locally on the K2 system.

» Connect to the K2 system via 100BaseT network. This constrains the bandwidth
and system resources consumed, so as to not interfere with media operations. Do
not connect and scan via Gigabit Ethernet.

» Grass Valey does not support the running of anti-virus programs on aK2 system.
Thisincludes K2 Media Server, K2 Media Client, K2 Summit Production Client,
and K2 Solo Media Server.

With these recommended strategies, you should be abl e to scan the K2 system without
interrupting media access.

Network and firewall policies

The following protection policies are recommended:

» Where possible, the K2 system should be run in a closed and protected
environment without network accessto the corporate IS environment or the outside
world.

» |If the K2 system must operate in alarger network, Grass Valley recommends that
access be through a gateway or firewall to provide anti-virus protection. The
firewall should alow incoming HTTP (TCP port 80) connections for client and
configuration connections to the K2 system inside the private network.

« |If operating with an Aurora Browse system, ports should allow incoming packets
so requests to the Proxy NAS can be properly processed. The port that needs to be
openisport 445 for TCP and UDP for Windows and SAMBA shares. If your site's
policies require that these port numbers change, contact Grass Valley support for
assistance.

» Accessto the K2 system should be controlled in order to limit the likelihood of
malicious or unintended introduction of viruses.

e Thefront and rear USB ports of the K2 system should normally be disabled; they
should only be used by Windows administrators. (If aK2 system hasUSB RS-422
cards, be careful not to disable the RS-422 USB.) For more information, see
“Enabling and disabling the USB ports’ on page 156.
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Enabling and disabling the USB ports

Grass Valley recommends that the front and rear USB ports be disabled. This protects
the K2 system from exposure to unauthorized files. If aK2 system has USB RS-422
cards, do not disable the RS-422 USB. As an example, the following illustration
shows which USB ports should be disabled in Windows Device Manager on aK2

system.

Computer Management {Local)
= m Syskem Tools
+ m Event Viewer
+ Shared Folders
+ % Local Users and Groups
+- 4] Performance Logs and Alerts

2} Device Manager

= @ Strage

+ Removable Storage
Disk Defragmenter
Disk Management

+ & Services and Applications

Disable the
frant and
rear panel
USB drives.
Do NOT disable
the RS-422 USB

=& Mz-PROTO-BLD
+- 1 Computer
+-age Disk drives
¥ »j Display adapters
+- L2, DYDJCD-ROM drives
+-{2% Floppy disk controllers
+-{=%y IDE ATAJATAPT controllers
+|-z= Keyboards
+- 7 Mice and ather pointing devices
+ i\; Monitors
=) Multi-port serial adapters
=) TUSES0SZ
=) TUSES0SZ
+- B8 Network adapters
= @ Cther devices
PCI Memory Controller
PCI Memory Controller
= & Ports (COM &LPT)
néyi Communications Port {COMZ)

A EC
G

5 USB - 2nd Serial Port (COM4)
5 USB - 2nd Serial Port (COME)
+ ﬁ Processars
+ @%l SCSI and RAID controllers
+-8), Sound, video and game controllers
4 og System devices
= é Universal Serial Bus controllers
Genetic USE Hub
Genetic USE Hub
Intel{R) 82801 CAMCAM USE Universal Host Controller - 2482
Intel{R) 82801 CAMCAM USE Universal Host Controller - 2484
Intel{R) 82801 CANCAM USE Universal Host Controller - 2487
USE ook HubeessFrort Panel USE (dizable)
USE ook Hub e FE-422 USE (DO MOT dizable)
USE Rook HUb s Rear Panel USE (disable)

Only the Windows administrator, working locally, can enable or disable USB ports.
To enable aUSB port, right-click on the USB device in Windows Device Manager
and select Enable. Y ou cannot enable the aK?2 system USB port via a control point

PC.

To transfer to or from aUSB drive on an internal storage K2 system, the Windows
administrator should first enable the USB port. When the transfer is complete, the
Windows administrator should then disable the USB port to prevent unauthorized use.
Transferring to and from a USB drive is supported on alocal internal storage K2
system only. USB drive transfers on shared storage K2 clients, K2 Media Servers, or
control point PCs are not supported. Assets must be exported to aUSB driveone at a
time. Attemptsto export morethan one asset at the same timewill result in thetransfer

aborting.

Configuring auto log on

If you set aK2 Media Client, aK2 Summit Production Client or aK2 Solo Media
Server to automatically log on to Windows at startup, AppCenter honors this setting.
This meansthat at startup AppCenter bypassesitslog in dialog box and opens
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automatically. For more information about how to turn on automatic login in
Windows XP, including security risks and procedures, refer to the related Microsoft
knowledge base article.

Regional and language settings

On all K2 Summit Production Clients, K2 Media Clients, K2 Solo Media Serversand
K2 Media Servers, in the Windows Control Panel “ Regional and Language Options”,
you can make settings on the “ Regional Options’ tab and on the “Languages’ tab as
desired. K2 AppCenter supports these settings and displays dates, times, and other
values as appropriate. However, there are special requirements for the settings on the
“Advanced” tab to support FTP transfers. Do not change settings on the “ Advanced”
tab. Refer to “FTP internationalization” on page 53 and “Internationalization” on
page 198 for more information.
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Direct

Connect Storage

Usethefollowing topicsto install direct-connect storage for aK2 Summit Production
Client or K2 Media Client:

e “Setting up direct-connect RAID storage”’ on page 159
» “Powering up K2 RAID” on page 163

Setting up direct-connect RAID storage

27 October 2009

The direct-connect K2 Summit Production Client or K2 Media Client has a direct
Fibre Channel connection to external K2 RAID. The K2 client must have the optional
Fibre Channel card installed to support this connection. This gives the K2 client the
large storage capacity of the external RAID, yet its mediarelated functionality isthat
of a“stand-alone” K2 client, similar to a K2 client with internal storage.

A K2 Summit Production Client has one type of optional Fiber Channel card, the 4
Gb/s LSl Fibre Channel card.

A K2 MediaClient has two types of optiona Fibre Channel cards. The type of card
installed can be identified from the rear panel, asfollows:

* The2 Gb/sGVG SCSI Fibre Channel card. The exposed plate of the card has vent
holes and there are no LEDs on the card.

» The4 Gb/sLSl Fibre Channel card. The exposed plate of the card is solid (no vent
holes), and there are LEDs on the card.

Thefollowing procedure isintending for theinitial installation of afactory-prepared
direct-connect system that you have ordered new from Grass Valley. If you are
repurposing equipment or otherwise putting together direct-connect storage with
equipment that is not factory-prepared, refer to the Service Manual for your model of
K2 client for the complete restore/recover procedure.

Asyou work through the following procedure, refer as necessary to the K2 SAN
Installation and Service Manual “Installing” chapters for information about cabling
and configuring K2 RAID.

Prerequisites for the following procedure are as follows:

» Ifa2Gb/sGVG SCSI Fibre Channel card on aK2 MediaClient, RAID controllers
must be configured for 2 Gb/s. Contact Grass Valley Support for information about
this configuration.

e If a4 Gb/sLSI Fibre Channel card on aK2 MediaClient or K2 Summit Production
Client, RAID controllers must be configured for 4 Gh/s. Thisisthe default
configuration as shipped from Grass Valley.

To set up media storage for adirect connect RAID K2 client, do the following:

1. Connect the K2 client and RAID devices as shown in the following illustrations.
Usetheillustration appropriate for the K2 client model.
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K2 Media Client
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To K2 client To K2 client

Fibre Channel port Fibre Channel port
To control port To control port
on GigE switch on GigE switch
1
C L1 = N o(TC1L =S | ]
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RAID Expansion 3

Connect K2 client Fibre Channel portsto RAID controllers. Connect Fibre
Channel port 1 to RAID controller 0. If you have the redundant controller,
connect Fibre Channel port 2 to RAID controller 1.

Connect RAID controller LAN ports to control ports on aK?2 GigE switch. If
you have redundant switches, connect controller O to switch A and controller 1
to switch B.

Connect RAID controller DPO portsto the first Expansion chassis DP-IN ports.
Connect remaining Expansion chassis using DP-OUT and DP-IN ports.

N

. Connect power cables and power up the RAID devices. Refer to “ Powering up K2
RAID” later in this chapter.

3. Connect remaining cables to the K2 client. Refer to the Quick Start Guide for the
particular K2 client model for cabling details.

4. Start up the K2 client.

The Windows initialization screen shows the progress bar but does not compl ete.
5. Power down the K2 client.
6. Disconnect all Fibre Channel cables from the K2 client.
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7. Start up the K2 client and log in to Windows.
8. Uninstall Multi-Path I/O (MPIO) software as follows.

a. Onthe K2 client, from the Windows desktop click Start | Run, type cmd and
press Enter. The MS-DOS command prompt window opens.

b. From the command prompt, navigate to the C:\profilé\mpio directory.

c. Typethe following at the command prompt:
gdsminstall.exe -u C:\profile\mpio gdsm.inf Root\GDSM

d. Press Enter.
The MPIO software is uninstalled.

9. Restart the K2 client and log in to Windows.
10. Power down the K2 client.
11. Reconnect Fiber Channel cables.
12. Start up the K2 client and log on to Windows.
13.On the K2 client, open Storage Utility.
14.1n Storage Utility, do the following:
a. Configure network and SNMP settings for controllers.
b. Bind the disksin the external RAID. Bind in groups of six disks as RAID 5.

NOTE: On a K2 Media Client, do not attempt to unbind or otherwise configure the
RAID 1 systemdrive, which is made up of the two RAID disksin the K2 Media Client
chassis.

¢. When the binding process completes, proceed to the next step.
15. Restart the K2 client and log in to Windows.
16. Install MPIO software as follows:

a. From the Windows desktop click Start | Run, type cmd and press Enter. The
MS-DOS command prompt window opens.

b. From the command prompt, navigate to the C:\profilé\mpio directory.

c. Typethe following at the command prompt:
gdsminstall.exe -1 c:\profile\mpio gdsm.inf Root\GDSM

d. Press Enter.
The MPIO software isinstalled.

17. Restart the K2 client and log in to Windows.

18. To verify that the software isinstalled, on the Windows desktop right-click My
Computer and select Manage. The Computer Management window opens.
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Powering up K2 RAID

= Computer Management

@ File  Action Wiew Window Help ;lilJ
= M & 2
Computer Management (Lc - :_J System devices ~
- ﬁ% Sy=tem Tools >_15 ACPI Fixed Feature Button
+ Fl']] Event Viewer _15 ACPI Power Button
+ Shared Folders ,_‘L Direct memary access controller
+ % Local Users and Gr >_,5 Generic Bus
+- & Performance Logs >_15 GWG ISCSI Multi-Path Device Spedific Module
=) Device Manager i Intel(R) 82301BA/CA PCI Bridge - 244E
- @ Storage >_,5 Intel{R) 82301CA LPC Interface Controller - 2480
+ Removable Storag: >_,5 Intel{R) 82801CA/CAM SMBus Controller - 2483
Disk Defragmenter >_‘5 Intel{R) 82802 Firmware Hub Device
Disk Management _15 Intel{R) E7000 Series Host RASUM Controller - 28
+ @ Services and Applicatic >_,5 Intel{R) E7000 Series Hub Interface B PCI-to-PCI
>_,5 Intel{R) E7000 Series Hub Interface C PCI-to-PCl »
< AR >

19. In the left pane select Device Manager.

20. Intheright pane openthe System devices hode and verify that GVG ISCSI Multi-Path
Device Specific Module islisted.

21.In Storage Utility, make a new file system

If you get a“...failed to remove the media database...” message, you can safely
proceed.

22. Restart the K2 client and log in to Windows.

23. Open AppCenter and manually removeall clipsand bins except the default bin and
the recycle bin.

24. Uninstall and then reinstall both SNFS software and K2 Client software. Use the
sequence and detailed procedure in the K2 Release Notes for the version of K2
Client software currently on the K2 client.

25. Asyou install K2 Client software, when you arrive at the Specify Target Type
page, select K2 with local storage.

26. Restart the K2 client.

27.0n aK2 Media Client, from the Windows desktop system tray, open SQL Server
Service Manager and verify that Auto-start service when OS starts isselected. (This
is not required on a K2 Summit Production Client.)

The K2 client is now ready for record/play operations.

NOTE: If you ever unbind LUNS, you must do the above procedure again, starting at
step 5.

Powering up K2 RAID

To power up K2 RAID devices, do the following:
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1. Verify power and cabling.

2. Press and hold down the power button on the controller, as shown.

RDY Power Good RDY Power Good
LED LED LED LED

@”ﬁ%ﬁf% JE\%%D% |

ﬁ OUQ\OII C

©OI:E-

Power Cords
(115V/230V)

If the RAID chassis has two controllers, you can press the power button on either
controller. You do not need to press both power buttons.

Pressing the power button on a controller also powers on any connected Expansion
chassis. There are no power buttons on Expansion chassis.

3. Release the power button when the Power Good LED on the power supply is
illuminated. This takes 1-3 seconds.

4. Wait while the primary RAID chassis performs self-test and initialization. This
takes about four minutes. While this is taking place, the RDY LED is illuminated
with a steady on light.

5. Watch for the RDY LED to begin blinking at one second intervals. The LED might
turn off and back on two times before starting the one second blink pattern. When
the RDY LED is blinking at one second intervals, the self-test and initialization is
complete and the chassis is ready for use.
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This section provides information for using remote control protocols to operate K2
clientsand K2 Solo Media Servers. It isintended for use by installers, system
integrators, and other persons responsible for setting up automation systems at a
customer site. Topics are provided as follows:

“Using AMP protocol to control K2 systems”
“Using VDCP protocol to control K2 systems’
“Using BVW protocol to control K2 systems’
“Special considerations for automation vendors’

“RS-422 connections on the K2 Summit Production Client or K2 Solo Media
Server”

“Security and protocol control”

For information about configuring AppCenter to enable protocol control of aK?2
channel, refer to the K2 AppCenter User Manual.
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Using AMP protocol to control K2 systems
Advanced Media Protocol (AMP) is an extension of the Odetics protocaol.

AMP commands are available via Ethernet or RS-422 seria ports.
The automation setting for preroll should be at least 10 frames.
The AMP's socket interface uses IANA assigned port number 3811 for TCP.

In AppCenter, you must set a channel’s options to enable protocol control of the
channel. Subsequently, when the K2 client starts up, the channel isimmediately
available for protocol control. Manual log on is not required.

For channél sin gang mode, the protocol must connect to the lowest numbered channel
in the gang. Thisisrequired to support jog/shuttle of ganged channels.

Two-Head Player Model

The AMP protocol supports the use of atwo-head player model in that two clips can
be loaded for playout, as follows:

» Current clip— The AMP “preset id” isthe active clip.

» Previewclip— The AMP“preview presetid” isthe preview clip. The preview clip
becomes the current clip and begins playing when the current clip compl etes.
When controlling AMPin Auto mode, the “in preset” (and “out preset”) command
should be sent before the Preview in commands.

Controlling transfers with AMP

Remote control automation applications can initiate transfersviaAMP. The AMP
command must be sent to the K2 client or K2 Solo Media Server, not the K2 Media
Server. This applies to both stand-alone and shared storage K2 clients.

If using AMP to initiate transfers between K2 systems and Profile X P systems, you
must send the AM P command to the K2 system, not the Profile XP system. Transfers
(both push and pull) are successful if the K2 system hoststhe command. Transfersfail
if the Profile XP system hosts the command.

Transfersinitiated by AMP between K2 systems and M-Series iVDRs are not
supported.
AMP channel designations

When using AMP protocol with Ethernet and the K2 Summmit Production Client or
K2 Solo Media Server, the first port maps to the first channel, the second port maps
to the second channel, and so on.

Internationalization

AMP supports UTF-8. Unicode movie names pass through as opague bits.
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Using VDCP protocol to control K2 systems

Video Disk Control Protocol (VDCP) commands are available via RS-422 serial
ports.

The automation setting for preroll should be at least 10 frames.

The K2 AppCenter Recorder application in protocol mode allows a default bin to be
assigned to each record channel.

In AppCenter, you must set a channel’ s options to enable protocol control of the
channel. Subsequently, when the K2 client starts up, the channel isimmediately
available for protocol control. Manual log on is not required.

For channél sin gang mode, the protocol must connect to thelowest numbered channel
in the gang. Thisisrequired to support jog/shuttle of ganged channels.

Loop-play mode on the K2 client is not supported under VDCP control.
The following categories of VDCP commands are not supported:

» Deferred (Timeline) Commands --these are the basic timeline commands but use
the time specified by the PRESET STANDARD TIME

e Macro commands
* Archive Commands

» Tocontrol agiven K2 client channel, use only that channel’ s specific RS-422 rear
panel connector. Send the VDCP “Open Port” and “ Select Port” commands only
to the RS-422 connector that is associated with the channel being controlled.

Two-Head Player Model

TheVDCP protocol supportsthe use of atwo-head player model in that two clips may
be loaded for playout, as follows:

e Currentclip— The VDCP “preset id” isthe current clip.

» Preview clip— The VDCP “preview preset id” is considered the preview clip.
When a play command is received, the preview clip becomes the active clip and
begins playing after the preroll time has passed. If a play command has not been
issued by the end of the clip, playout stops according to the VDCP end mode
settings for that channel (last frame, black, first frame of preview clip).

Controlling transfers with VDCP

Remote control automation applications can initiate transfers viaVDCP. The VDCP
command must be sent to the K2 client or K2 Solo Media Server, not the K2 Media
Server. This applies to both stand-alone and shared storage K2 clients.

If you are using VDCP to perform video network transfers, you must configure the
K2 client so that there is a unique Controller ID for each host.

If using VDCPto initiate transfers between K2 systems and Profile X P systems, you
must send the V DCP command to the K2 system, not the Profile X P system. Transfers
(both push and pull) are successful if the K2 system hoststhe command. Transfersfail
if the Profile XP system hosts the command.
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Transfersinitiated by VDCP between K2 systems and M-SeriesiVDRSs are not
supported.

Internationalization

VDCP does not support UTF-8 or Unicade, so use ASCII only for clip namesand bin
names.
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Using BVW protocol to control K2 systems

BVW commands are available via RS-422 serid ports.
A subset of BVW commands is supported through AppCenter in protocol mode.
Insert/Edit is not supported.

In AppCenter, you must set a channel’ s options to enable protocol control of the
channel. Subsequently, when the K2 client starts up, the channel isimmediately
available for protocol control. Manual log on is not required.

For channél sin gang mode, the protocol must connect to thelowest numbered channel
in the gang. Thisis required to support jog/shuttle of ganged channels.

To set in and out points with BVW protocol, load clips only from the working bin.
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Special considerations for automation vendors

The following information is provided for your convenience as you set up your
chosen automation product to control K2 systems. Consult your automation vendor
for compl ete information.

Harris settings
The Harris automation product uses VVDCP protocol.

The following settings are required for the Harris automation product:

Setting Value Comments

Disk Prerolls 10 frames —

Frames to send Play early 10 frames These two settings should be the same as the Disk
(Preroll Play) Prerolls setting. However, if thereis extrafixed
Frames to send Record early 10 frames latency in your RS-422 communication path, you

(Preroll Record) might need to adjust the settings differently.

Disk Port Comm Timeout 60 frames Thisisthe minimum required by K2. Do not use the
Harris default value, which is 10.

Back To Back Rec Unchecked K2 does not support this feature.
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RS-422 connections on the K2 Summit Production

RS-422 connections on the K2 Summit Production Client or K2 Solo Media Server

Client or K2 Solo Media Server

Y ou can control the K2 system with remote control devices and software devel oped
for the K2 system that use industry-standard serial protocols: AMP, BVW, and
VDCP. (AMP protocols can also use Ethernet connections.) Y ou can connect one
RS-422 cableto each channel. Each RS-422 connection control s the channel to which
it is connected only. Connect the RS-422 cabling as required, then refer to the K2
AppCenter User Manual to configure the K2 system for remote control.

Specifications for the RS-422 connection are as follows:

Data Terminal Equipment (DTE)
38.4K Baud

1 Start bit

8 Data bits

1 Parity bit

1 Stop bit

Security and protocol control

The K2 security features can be configured to restrict protocol control of channels.
Refer to “Protocol control of channels and media access security”.
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Specifications
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Specificationsin this chapter:

“AC power specification”
“Environmental specifications’
“Mechanical specifications’
“Electrical specifications’
“Operational specifications’
“MIB specifications”
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AC power specification
The K2 Summit Production Client specification is shown in the following table.

Characteristic Specification

Power supply Dual, redundant

Mains Input Voltage 90 to 260V auto-range, 47-63Hz
Power consumption 450W typical (standalone)

300W typical (SAN client)
Maximum AC current 4.5A @ 115VAC, 2.3A@230VAC

The K2 Solo Media Server specification is shown in the following table.

Characteristic Specification

Power supply Single

Mains Input Voltage 100-240V, 50/60 Hz
Power consumption 180W typical

Maximum AC current 4.5A @ 115VAC, 2.3A@230VAC

A WARNING: Always use a grounded outlet to supply power to the
system. Alwaysuse a power cablewith agrounded plug, such astheone
supplied with the system.

Environmental specifications

The K2 Summit Production Client and K2 Solo Media Server specification is shown
in the following table.

Characteristic Specification

Ambient Temperature -40° to +60° C

Non-Operating

Ambient Temperature 10° to +40° C

Operating

Relative Humidity Operating 20% to 80% from -5to +45 C

Non-Operating 10% to 80% from -30 to +60 C
Do not operate with visible moisture on the circuit boards

Operating Altitude To 10,000 feet
IEC 950 compliant to 2000 meters
Storage Altitude To 40,000 feet
Non-Operating 30G 11 mstrapezoid
Mechanical Shock
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Environmental specifications

Characteristic Specification

Random Vibration Operational: 0.27 GRMS (5-500Hz)
Non-Operational: 2.38 GRMS overall
.0175 g?/Hz (5-100HZ)
.009375 g%/Hz (200-350Hz)

.00657 g%/Hz (500 Hz)
Equipment Type Information Technology
Equipment Class Class1
Installation Category Category Il Local level mains, appliances, portable equipment,
etc.
Pollution Degree Level 2 operating environment, indoor use only.
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Mechanical specifications
The K2 Summit Production Client specification is shown in the following table

Dimension Measurement

Height 3.5in (89mm)

Width 17.6 in (447 mm)

Depth? 24.3in (617 mm) total
23.0in (585 mm) rack depth

Weight: 53.0 Ibs (24.0 kg) maximum

@  Adjustable rack-mounting ears accommodate different rack depth limitations.

The K2 Solo Media Server specification is shown in the following table

Dimension Measurement
Height 3.5in (89mm)
Width 8.25in (210 mm)
Depth 17.7 in (446 mm)
Weight: 16.51bs (7.5 kg)

Electrical specifications

The following sections describe the electrical specifications:

Serial Digital Video (SDI)

The K2 Summit Production Client and K2 Solo Media Server specification is shown

in the following table

Parameter Specification
Video Standard SD: 525 Line or 625 Line component
HD: 720p or 1080i
Number of Inputs 1 per channel
Number of Outputs 2 per channel
Dataformat Conformsto SMPTE 259M (SD) and 292M (HD)
Number of bits 10bits

Embedded Audio Input

SD dataformat conformsto SMPTE 259M (48kHz, 20bits)
HD data format conformsto SMPTE 299.

48 kHz (locked to video) and 16- or 24- bit PCM
Compatible with AC-3 and Dolby-E

Embedded Audio Output

Output data format is 48 kHz 24-bit
User can disable embedded audio on SDI output
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Genlock Reference

Parameter

Specification

Connector

BNC, 75 ohm, No loop-through

nominal Amplitude

800mV peak-to-peak terminated

DC Offset

0+0.5V

Rise and Fall Times

SD: 400 - 1500ps; measured at the 20% and 80% amplitude points
HD: <270ps

Jitter <0.2UI peak-to-peak
Max Cable Length SD 300 meters
HD 125 meters
Return Loss >15db, 5Mhz to 1.485Ghz

Genlock Reference
The K2 Summit Production Client and K2 Solo Media Server specification is shown

27 October 2009

in the following table

Characteristic

Description

Signal Type NTSC/PAL Color Black Composite Analog
Connectors 2 BNC, 75 ohm passive loop through
Signal Amplitude Lock Range Stayslocked to +6 dB and -3 dB

Input Return Loss >36 dB to 6MHz

Tri-level sync Not supported
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System Timing

The K2 Summit Production Client and K2 Solo Media Server specification is shown
in the following table

Characteristic Description?

Encoder timing Derived from the video input

Nominal Playback Output Delay ~ Adjustable
(Default: Zero timed to reference genlock)

SD Output Delay Range 525 lines
(Independent for each play Frames: 0to +1
channel) Lines: 0 to +524

Samples: 0to +1715 clock samples

625 lines
Frames: 0to +3
Lines: O to +624
Samples: 0to +1727 clock samples

HD Output Delay Range 1080i at 29.97 FPS (SMPTE 274M-5)
(Independent for each play Frames: 0to +1
channel) Lines: 0to +1124

Pixels: 0to +2199

720p at 59.94 FPS (SMPTE 296M-2)
Frames: 0to +1
Lines: 0 to +749
Pixels: 0to +1649

1080i at 25 FPS (SMPTE 274M-6)
Frames: 0to +1
Lines: 0to +1124
Pixels; 0to +2639

720p at 50 FPS (SMPTE 296M-3)
Frames: 0to +1
Lines: 0to +749
Pixels: 0to +1979

Loop through/EE The video, AES, and LTC inputs pass to the output connectors as
loop through.

& All delay values shown are relative to Black Reference.

AES/EBU Digital Audio

The K2 Summit Production Client and K2 Solo Media Server specification is shown
in the following table

Parameter Specification
Standard AES3
Audio Inputs 4 Channels per video input/output on DB-25.

Supports 32 KHz to 96 KHz inputs, which are sampl e rate converted to
48 KHz, 16 hit, 20 bit, or 24 bit digital audio sources.
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AESEBU Digital Audio

Parameter

Specification

Audio Outputs

4 Channels per video output;

Audio mapping is direct and fixed.

AES outputs are active at al times.

Audioisoutput using a48kHz clock derived from the video reference.
Supports 16- or 24-bit media.

On playout, audio is synchronized with video as it was recorded.
Compatible with AC-3 and Dolby-E

Input Impedance

110 ohms, balanced

Audio time shift

Configurable relative to video for both record and playout.
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LTC Input/Output

The K2 Summit Production Client and K2 Solo Media Server specification is shown

in the following table

Parameter

Specification

Standard

SMPTE 12M Longitudina Time Code, AC coupled, differential input

Number of Inputs

1 per video input - Shared 6 pin conn. with output

Number of Outputs

1 per video output

Input Impedance

1K ohm

Output Impedance

110 ohm

Minimum Input Voltage

0.1V peak-to-peak, differential

Maximum Input Voltage

2.5V peak-to-peak, differentia

Nomina Output Voltage

2.0V peak-to-peak differential.

LTC Reader

LTC reader will accept LTC at rates between 1/30 and 80 timesthe
nominal rate in either forward or reverse directions.

LTC Transmitter

LTC transmitter outputs L TC at the nominal frame rate for the sel ected
standard at 1x speed, forward direction only.

VITC Input/Output

The K2 Summit Production Client and K2 Solo Media Server specification is shown

in the following table

Parameter

Specification

VITC waveform

lines 10-20 NTSC (525 Line); lines 10-22 PAL (625 Line)

VITC isdecoded on each SDI input and inserted on each SDI output.
VITC Reader configurablefor asearch window (specified by two lines)
or set to manua mode (based on two specified lines).

VITC Writer inserts VITC data on two selectable lines per field in the
verticd interval. The two lines have the same data.

VITC is not decoded off of the video reference input.

RS-422 specification

The RS-422 interface conforms to ANSI/SMPTE 207M-1997 standard
(SMPTE 422).

The K2 Summit Production Client and K2 Solo Media Server specification is shown
in the following table.

Characteristic Description

Number of Inputs/Outputs 1 per channel
Female DB9 pin

Connector type
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GPI I/O
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specifications

GPI 1/0 specifications

The K2 Summit Production Client and K2 Solo Media Server specification is shown

in the following table

Characteristic

Description

Number of Inputs/Outputs

12 inputs and 12 outputs.

Connector type

Femae DB 25pin

GPI Input

TTL 0-0.8V Low; 2.4-5V High; 1 mA external

current sink

GPI Output

Max Sink Current: 100 mA; Max Voltage: 30 V
Outputs are open drain drivers.

Max. voltage when outputs are open = 45V
Max. current when outputs are closed = 250mA
Typical risetimes approximately 625ns

Typical faltimes approximately 400ns

K2 System Guide

181



Appendix B Specifications

Operational specifications

* “Video codec description K2 Summit Production Client and K2 Solo Media
Server”

* “Playout of multiple formats’

» “Active Format Description (AFD) specifications’
» “VBI/Ancillary/datatrack specifications’

* “Internationalization”

» “Naming specifications for assets and bins’

* “Video network performance”

» “Supported file input/output formats on K2 Solo Media Server, K2 Summit
Production Client, and SAN”

» “MXF export behavior on K2 Summit Production Client and K2 Solo Media
Server”

» “Mediafile system performance on K2 systems’
e “Transition effects formats supported”
» “Protocols supported”

» “Transfer compatibility with K2 Summit Production Client and K2 Solo Media
Server”

» “Control Point PC system requirements”
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Video codec description K2 Summit Production Client and K2 Solo Media Server

Video codec description K2 Summit Production Client and K2

Solo Media Server

The K2 Summit Production Client and K2 Solo Media Server specifications are
shown in the following tables. Licenses and/or hardware options are required to
enabl e the full range of specifications.

DV formats
Format Sampling Frame Rate Data Rate Other
DVCAM 4:1:1/ 29.97, 25 28.8 Mbps Conformsto |EC 61834
(720x480/576) 4:2:0
DVCPRO25 4:1:1 29.97, 25 28.8 Mbps Conformsto SMPTE 314M
(720x480/576)
DVCPRO50 4:2:2 29.97, 25 57.6 Mbps Conformsto SMPTE 314M
(720x487.5/585)
DVCPRO100 4:2:2 29.97, 25 100 Mbps Conformsto SMPTE 370M
(960x720p,
1280x1080i59.94,
1440x1080i50)

MPEG-2 formats
Format Sampling Frame Rate Data Rate (Mbps) Other
720x480 4:2:0 29.97 2-15 I-frame and long GoP
720x480 4:2:2 29.97 4-50 I-frame and long GoP
720x512 4:2:2 29.97 4-50 I-frame and long GoP
720x576 4:2:0 25 2-15 I-frame and long GoP
720x576 4:2:2 25 4-50 I-frame and long GoP
720x608 4:2:2 25 4-50 I-frame and long GoP
D10/IMX 4:2:2 29.97 30, 40, 50 CBR I-frame only
(720x512)
D10/IMX 4:2:2 25 30, 40, 50 CBR I-frame only
(720x608)
1920x1080 4:2:0 29.97, 25 20-80 |-frame and long GoP?
1920x1080 4:2:2 29.97, 25 20-100 I-frame and long GoP
1280x720 4:2:0 29.97, 25 12-80 I-frame and long GoP
1280x720° 4:2:2 29.97, 25 20-100 I-frame and long GoP
XDCAM-HD 4:2:0 29.97, 25 18 VBR, 25 CBR, Long GoP
(1440x1080) 35VBR
XDCAM-HD422 4:2:2 29.97, 25 50 CBR Long GoP
(1920x1080)
XDCAM-HD422 4:2:2 59.94 50 CBR Long GoP
(1280x720)
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Format Sampling  Frame Rate Data Rate (Mbps) Other
XDCAM-EX 4:2:0 29.97, 25 35VBR Long GoP
(1920x1080)

XDCAM-EX 4:2:0 59.94, 50 35VBR Long GoP
(1280x720)

@ Decode of lower bit rate is possible
b Includes playout of HDV, which is available only viatransfer to the K2 system.

K2 systems record closed GoP structure. If an open GoP clip is
imported, it is fully supported, including trimming the clip, playout
of the clip, using the clip in playlists, and exporting the clip.

AVC-Intra formats

Format Sampling  Frame Rate Data Rate Other
AVC-Intra50 4:2:.0 29.97, 25 50 Mbps

(1440x1080)

AVC-Intra50 4:2:0 29.97, 25 50 Mbps

(960x720)

AVC-Intra 100 4:2:2 29.97, 25 100 Mbps

(1920 x 1080)

AVC-Intra 100 4:2:2 29.97, 25 100 Mbps

(1280 x 720)

Playout of multiple formats

TheK2 client automatically handlesmaterial of varioustypesand formats as specified
in the following sections:

Playout on K2 Summit Production Client and K2 Solo Media Server

For agiven framerate, you can play SD clips of any format back-to-back on the same
timeline. Both 16:9 and 4:3 SD aspect ratio formats can be played on the same
timeline. Refer to video codec description earlier in this section for alist of the
supported formats.

On channels with the XDP (HD) license, for similar frame rates (25/50 fps or 29.97/
59.95fps), SD material transferred or recorded into the K2 system along with itsaudio
is up-converted when played on a HD output channel. Likewise, HD materia is
down-converted along with its audio when played on an SD output channel. HD and
SD clips can be played back-to-back on the sametimeline, and aspect ratio conversion
is user configurable. Refer to “ Aspect ratio conversions on HD K2 client” on

page 186.

The K2 Summit Production Client and K2 Solo Media Server supports mixed clips
with uncompressed and compressed (PCM, AC3, and Dolby) audio on the same
timeline.
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25/50 fps conversions on HD K2 system models

Playout of multiple formats

Thefollowing specifications apply to the HD-00 K2 MediaClient, the K2 Solo Media
Server, and to K2 Summit Production Client channels with the XDP (HD) license.

Converted SD format

625 at 25 fps

Converted HD formats

1080i at 25 fps

720p at 50 fps

= 625at25fps No conversion Up-convert Up-convert
SE SD to HD SD to HD
> O
28
(O]
n
1080i at 25 fps | Down-convert No conversion  Cross-convert
HD to SD from 1080i to
(2]
°o & 720p
(S =
=]
n a 720p at 50 fps Down-convert Cross-convert No conversion
HD to SD from 720p to
1080i

29.97/59.95 fps conversions on HD K2 client models

Thefollowing specifications apply to the HD-00 K2 MediaClient, the K2 Solo Media
Server, and to K2 Summit Production Client channels with the XDP (HD) license.

27 October 2009

Converted SD format

525 at 29.97 fps

Converted HD

1080i at 29.97 fps

formats

720p at 59.94 fps

= 525at29.97 fps No conversion Up-convert Up-convert
SE SD to HD SD to HD
> O
38
[ Na)
)
» 1080i at 29.97 fps | Down-convert No conversion Cross-convert
bt g HD to SD HD to HD
Ug) ?39 720p at 59.94 fps || Down-convert Convert No conversion
I HD to SD HD to HD
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Aspect ratio conversions on HD K2 client

Thefollowing specifications apply to the HD-00 K2 MediaClient, the K2 Solo Media
Server, and to K2 Summit Production Client channels with the XDP (HD) license.

Source
aspect ratio

Source image

Conversion
option

Conversion description

Converted
image

Converted
aspect ratio

4.3

i@
O

Bar

The 4:3 aspect ratio is maintained,
centered on the screen, with black bars
filling theleft and right portions of the
16:9 display.

16:9

O—0
OOO

Half Bar

The picture aspect ratio is maintained,
but theimageisdlightly enlarged. The
top and bottom of the image are
slightly cropped, and thin black bars
fill the left and right portions of the
16:9 display.

16:9

Crop

The picture aspect ratio is maintained,
but the image is enlarged so that it
horizontally fills the HD display. The
top and bottom of the 4:3 SD image
are cropped to fit in the 16:9 display.

16:9

Stretch

The picture aspect ratio is distorted.
The imagefills the screen vertically
without cropping, and is stretched
horizontally to fill the 16:9 display.
This conversion up-converts Full
Height Anamorphic (FHA) 16:9 SD
material.

16:9

16:9

Bar

The 16:9 aspect ratio is maintained,
centered on the screen, with black bars
filling the top and bottom portions of
the 4:3 display.

4:3 —

Half Bar

The picture aspect ratio is maintained,
but theimageisslightly enlarged. The
left and right sides the image are
dightly cropped, and thin black bars
fill the top and bottom portions of the
4:3 display.

4.3

Crop

The picture aspect ratio is maintained,
but the image is enlarged so that it
vertically fillsthe SD display. Theleft
and right sides of the 16:9 HD image
arecroppedto fitinthe4:3 SD display

4.3

Stretch

The picture aspect ratio is distorted.
Theimagefillsthe screen horizontally
without cropping, and is stretched
verticaly tofill the 4:3 display. This
conversion generates Full Height
Anamorphic (FHA) 16:9 SD material.

4.3
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Active Format Description (AFD) specifications

Active Format Description (AFD) specifications

NOTE: Thistopic only appliesto K2 Summit Production Clients, and K2 Solo Media
Servers.

Active Format Description (AFD) settings automatically determine the proper aspect
ratio to use for up- and down-conversions. Previously you could set the aspect ratio
conversion (ARC) on aclip-by-clip basis or per channel. Now, you can use the AFD
code to set the aspect ratio of the clip. If no AFD was set on the incoming SDI input,
you can assign the AFD setting.

About Active Format Description

The AFD is defined during production. By inserting metadata about the aspect ratio
into the vertical ancillary data, AFD can define the aspect ratio of the signal asit
progresses through ingest, editing, up/down conversion and playout. If the aspect
ratio isaltered during processing, then the AFD passed on downstream might need to
be modified to ensure the correct aspect ratio is obtained.

NOTE: If ARC leads to unsupported active video format (postage stamp), the new
AFD code will be the ‘undefined’ value of 0000.

The playback aspect ratio conversion is prioritized according to the following table:

Playback aspect ratio conversion priority

1 Clip property (ARC or AFD-based conversion rules)

2 Output channel (ARC configuration property)

To seethefull list of AFD input/output settings, refer to “ AFD input/output settings”
on page 188.

NOTE: Bar datais not supported on the K2 system.

Storing AFD in the K2 Summit Production Client and K2 Solo Media Server

The K2 Summit Production Client and K2 Solo Media Server stores clip metadatain
clip properties and uses this data throughout the workflow. Y ou can modify the AFD
setting in AppCenter. For more information on applying AFD settingsin the Ul, see
“Applying AFD settings’ on page 240.

Y ou can store AFD in adatatrack. Grass Valley recommends selecting this for HD
clips; if using SD, thisisoptional. Thismethod takesmore storage (it isapproximately
equal to four tracks of audio) but this method enables AFD and CC/Teletext support
for HD.

Ingesting SDI

An SDI video signal stores AFD in the vertical ancillary data. If present, the AFD
setting from two seconds into the file is copied into the clip properties. (If selected,
the ANC datais copied into the K2 data track.)
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AFD input/output settings
The following table shows the various AFD input settings, and the resulting output

values.
Input and Settings Output AFD Value
AFDsetin  AFD ARC AFD in AFD set Translated Same as Translated No Default
the clip already  Performed Config in Clip from the data from AFD AFD  AFDP
properties  inthe Mgr property  clip track values on
data setting property settings the data
Track according track®
to the ARC
performed?

n/a Y na Never X
Y na N Alwaysor | X

When

Known
Y na Y Alwaysor X

When

Known
N Y N Always or X

When

Known
N Y Y Alwaysor X

When

Known

n‘a Always X
n/a When X

Known

n‘a N na Never X

& For alist of supported AFD conversions, see “ Supported conversions from SD to HD using AFD” on
page 193 and “ Supported conversions from HD to SD using AFD” on page 193.

b For alist of default AFD setti ngs, see “Default generated AFD values’ on page 189.

Using AFD with file transfers

Thefollowing tablesdescribethe AFD file priorities and the AFD behavior with GXF
and MXF transfers.

File transfer AFD priority

1 AFD from the MXF or GXF metadata is copied to the K2 clip properties.

2 If the MXF stream contains an ancillary datatrack with AFD ancillary data packets and
Active Format Descriptor attribute of the Generic Picture Essence descriptor in the MXF
header metadata is absent, then the AFD value for the K2 clip is derived from the AFD
ancillary data packet located around 2 seconds into the material. That AFD valueisthen
copied to the K2 clip properties.
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File transfer AFD priority

3 If thereisno AFD in the MXF, the GXF, or the datatrack, then no AFD is set.

GXF Export: (both AFD and ARC values inserted into XML of stream)

Condition Description

Exported to K2 systemthat does ~ AFD setting isignored, but setting is retained with clip
not support AFD ARC settings apply
Exported to K2 system that AFD overrides ARC settings
supports AFD

GXF Import

Condition Description

Imported from K2 system that ARC converted to AFD

does not support AFD

Imported from K2 system that AFD overrides ARC settings
supports AFD

MXF Export

Condition Description

AFD from clip property added to
properties of the video in the
header metadata

If clip property is not set, do not add property in stream

AFD from datatrack in stream’s
ancillary data

No change required

ARC is K2 specific and therefore not included in MXF transfers.

MXF Import

Imported stream has AFD in the
header metadata

AFD is stored in the clip property setting of the clip

Imported stream has AFD in the

AFD is stored in the clip property setting of the clip. (AFD istaken

data track fromthe ancillary datatwo seconds from the beginning, or, if theclip
isless than 2 seconds long, from the last valid AFD.)
Imported stream has no AFD No AFD

ARC is K2 specific and therefore not included in MXF transfers.

Default generated AFD values

Default AFD values are generated when the three following conditions are met:
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» The AFD output setting in the Configuration Manager is set to always
» Theclip does not have AFD in the data track, and
» Theclip does not have AFD specified inits clip properties

Under these conditions, default AFD is generated and inserted, based on ARC
performed and the source material format. Default generated AFD settings are
described in the table below.
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Default generated AFD values when up-converting to HD

Source Presumed? Conversion  Converted Converted image
aspect ratio  source image option AFD and
aspect ratio
16:9 No AFD =1010
HD OOO conversion  AR=16:9 QOQ
HD
16:9 Scaleup AFD =1010
SD \ Crop AR=16:9 QOO
OOO vertical HD
“crop”
Scaleup AFD =1010
OOO AR=16:9 OOO
HD

Scaleup AFD =1011
vertica HD

Pillarbox “half bars’

43 Scdeup  AFD=1011

sD OOO Pillabox ~ 16:9 OO
O @) HD

“bars’ O—O

& Source imageis presumed based on the conversion that has been selected.

Default generated AFD values when down-converting to SD

Source Presumed? source Conversion  Converted Converted image
aspectratio  image option AFD and
aspect ratio
4:3 No AFD =1001
SD OOO converson  AR=4:3 OOO
O~—0O SD O~—0
16:9 No AFD =1010
SD OQO conversion AR =169 OOO
(only if SD
ARC set to
‘stretch’)
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Source Presumed? source Conversion  Converted Converted image
aspect ratio image option AFD and
aspect ratio
16:9 Scaedown AFD=1010
HD QQQ | etterbox AR=43
SD
“bars’
Scaledown  AFD=1001
Crop AR =43
horizontal ~ SD OO ©
“ CI’Op"
Scaedown AFD=1010
OO O AR = 16:9 O o
SD O
“stretch”
Scaedown AFD=1011
Crop AR=4:3 E.
horizontal SD
L etterbox “half bars’

& Sourceimage is presumed based on the conversion that has been selected.
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Supported conversions from SD to HD using AFD

Source Sourceimage  Conversion Converted Converted image
AFD and aspect performed AFD and
ratio aspect ratio
AFD = 1010 Scaleup AFD = 1010
AR 4:3 crop vertical AR 16:9
® (o N O
AFD = 10012 Scaleup AFD = 1001
AR 4:3 OOO pillarbox AR 16:9 OQO
SD O—0 HD O—0
AFD = 10102 Scaleup AFD = 10102
AR 16:9 AR 16:9 OQO
SD OOO HD
AFD =1011 Scale up Crop AFD = 1011
AR=43 verticd pillarbox AR 16:9
sD o )O HD
& The SMPTE standard describes two valid AFD codes. The K2 system uses the
second value.
Supported conversions from HD to SD using AFD
Source Source image Conversion Converted Converted
AFD and aspect ratio performed AFD and image
aspect ratio
AFD = 10102 Scale down AFD =1010
AR=16:9 QOQ |etterbox AR=4:3 K.E
AFD = 1001 @ @) Scale down AFD =1001
AR=16:9 O crop horizontal AR=4:3 OOO
O~—0 O~—0
AFD = 1010% Scale down AFD = 10102
AR = 16:9 OOO AR = 16:9 OOO
AFD =1011 Scale down AFD =1011
AR =169 Crop horizontal AR=43 O
letterbox
AFD =1111 Scale down crop AFD =1001
AR =169 horizontal AR=43

W/‘////
(L
AN

& The SMPTE standard describes two valid AFD codes. The K2 system uses the sec-
ond value.
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VBI/Ancillary/data track specifications

This section contains the following topics:

» “Definitions’
» “Luma/ChromaV Bl support on K2 Summit Production Client and K2 Solo Media
Server”

» “VBI data support on K2 Summit Production Client and K2 Solo Media Server”

» “Datatrack support on K2 Summit Production Client and K2 Solo Media Server
SD channels”

» “Datatrack support on K2 Summit Production Client and K2 Solo Media Server
HD channels’

e “Captioning system support”

» “Databridging of VBI information on K2 Summit Production Client and K2 Solo
Media Server HD channels’

Definitions
Termsin this section are defined as follows;

Ancillary data Ancillary data (ANC data) as specified in this section is primarily a
means by which timecode, Closed Captioning, and Teletext
information is embedded within the seria digital interface. Other
Type 2 ancillary data packets are stored and played back without
modification. Ancillary datais standardized by SMPTE 291M.

Closed Captioning (CC) Line 21 NTSC Closed Captioning as defined in EIA-608 and used
as asubset of EIA-708. EIA-708 has been updated and renamed to
CEA-708. Includes other Line 21 services such as V-Chip.

Teletext (TT) Teletext System B subtitles as defined ETSI EN 300 706 and other
documents. The Australian standard for digital TV isFree TV
Operational Practice OP-47. It has been ratified as SMPTE RDD 8.

Captioning Denotes both NTSC Closed Captioning and Teletext subtitling.

Luma/Chroma VBI support on K2 Summit Production Client and K2 Solo Media
Server

Record and playout of VBI is supported for both Lumaand Chroma.
However, A givenlineof VBI datacan be stored as either Lumaor Chroma,
but not both.
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VBI data support on K2 Summit Production Client and K2 Solo Media Server

Thefollowing table applies when in Configuration Manager, the Data Track settings
are configured as:

» Record ancillary data: No

Or as.

» Record ancillary data: Yes
» Record Uncompressed VBI and captioning data to track: No

Usethese Data Track settingsto retain compatibility with legacy systems, such asthe
Profile XP Media Platform.

Video format

Compressed VBI

Uncompressed VBI

Captioning

Comments

DVCPRO25 Not supported Not supported by DVCPRO25  CC supported, as native to —
525 line format DVCPRO25. VCHIP data

(NTSC) supported.

DVCPRO25 Not supported Not supported by DVCPRO25  TT not supported as VBI data.

625 line format

(PAL)

DVCPRO50 Supported for Not supported by DVCPRO50  CC supported, as native to —
525 line playout format DV CPRO50 (compressed VBI).
(NTSC) V CHIP data supported.

DVCPRO50 Supported for Not supported by DVCPRO50  TT supported, as native to —
625 line playout format DV CPRO50 (compressed VBI).

(PAL)

DVCAM Not supported Not supported by DVCAM CC supported, as native to —
525 line format DVCAM.

(NTSC)

DVCAM Not supported Not supported by DVCAM TT supported, as native to —
625 line format DVCAM.

(PAL)

MPEG-2 Supported as 16 Not supported CC supported and alwayson. Not ~ —
525 line lines per field. selectable.

(NTSC) Range: 7-22

MPEG-2 Supported as 16 Not supported TT supported only ascompressed  —
625 line lines per field. or uncompressed VBI.

(PAL) Range: 7-22

MPEG-D10 Supported Not supported by D10 format.  CC supported, as native to D10. —
525 line

(NTSC)

MPEG-D10 Supported Not supported by D10 format.  TT supported, as native to D10. —
625 line

(PAL)

Data track support on K2 Summit Production Client and K2 Solo Media Server SD
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channels

Thefollowing table appliesto SD channels when in Configuration Manager the Data
Track settings are configured as follows:

» Record ancillary data: Yes

» Record Uncompressed VBI and captioning data to track: Yes

Video format

Data Supported as follows:

525 line (NTSC)

Closed Captioning Stored in EIA-708 packets. On playback, modulate to VBI line 21.

625 line (PAL)

Teletext Stored in OP-47 packets. On playback, modulate to VBI line specified in

OP-47 packet.

All supported SD
formats

Uncompressed VBI Selectable per line. Limited to 5 lines. The 5 line limit does not include any

linesused for CC or TT. Can select either Lumaor Chromafor each line, but
not both.

Ancillary timecode Ancillary timecode is preserved only. No timecode track is constructed from

ancillary timecode data. The timecode track is not inserted as ancillary
timecode on playout.

Data track support on K2 Summit Production Client and K2 Solo Media Server HD

channels

On channelswith the XDP (HD) license, the datatrack can contain ancillary dataand
other types of data. Luma ancillary data packets are stored. Chroma ancillary data
packets are not supported.

Data

Supported as follows:

Ancillary timecode

For record, selectableto use VITC or LTC ancillary timecode as timecode source.

For playout, selectable to insert recorded timecode track as ancillary data VITC or LTC timecode
packets.

If the recorded timecode track isinserted as VITC ancillary timecode and VITC ancillary timecode
packets are already stored on the data track, then the recorded timecode track overrides the stored
VITC ancillary timecode packets.

If the recorded timecode track isinserted as LTC ancillary timecode and LTC ancillary timecode
packets are already stored on the data track, then the recorded timecode track overrides the stored
LTC ancillary timecode packets.

Vertical interval
ancillary data packets

Extracted at input and stored on an ancillary datatrack. Upon playout, the data packets are inserted
into the video stream on specified lines. Maximum 8 packets per field. CC and TT suppported as
native to format.

Captioning system support

An APl is provided for access to captioning data, allowing Closed Captioning and
Teletext systems to produce timecode correlated captions for an existing K2 clip.

Data bridging of VBl information on K2 Summit Production Client and K2 Solo Media
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VBI/Ancillary/data track specifications

On channels with the XDP (HD) license, datais bridged as follows:

Source Source Conversion Converted Converted
format data —  p format data
SD Closed-captioning (CC) on  Up-convert HD Ancillary Closed Caption EIA-708-B packets
525 line line 21 (EIA-608) can be
stored as UserData? CC
packets or UserData VBI
Line21 (Uncompressed VBI
Line21)
EIA-708 Up-convert HD EIA-708
SD Teletext (except as below) No up-conversion to HD
625line 5lines of VBI Teletext in Up-convert HD OP-47 ancillary data packet in SD datatrack
OP-47 packets file. SD Teletextisinancillary datalocation as
specified in OP-47 packet.
SD Ancillary data Up-convert HD Moved to valid lines
625 line
525 line
HD EIA-708 & 608 Ancillary Down-convert  SD Closed-captioning on line 21 (EIA-608
data packets standard).
HD Teletext as OP-47 packets Down-convert  SD Output asV Bl waveformson linesspecifiedin
OP-47 packet.
HD Ancillary data Cross-convert  HD Moved to valid lines.
1080i 720p
HD Ancillary data Cross-convert  HD Moved to valid lines. Any data on lines 21-25
720p 1080i ismoved to line 20 on 1080i output.

& UserData CC packets always on. If CC exists, it is recorded and played back. MPEG UserData can be played out but not

recorded.
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Internationalization

When you enable internationalization on a K2 system, you can name your media
assetsin alocal language. The K2 system supports the local language name as
specified in the following table.

System

Internationalization support

Media database

All external views of movie assets can be represented aswide-file names
AppCenter runsin Unicode
Only movie assets and searchable User Data keys are Unicode.

Mediafile system

Support for Kanji and wide-character file and folder names.

File-folder representation of movie are internationalized, as well asthe
QuickTime referencefileit contains.

Key names (V:\PDR) remain unchanged, but are Unicode.
Elementary streams remain as GUIDs, but are Unicode.

K2 Media Client * Movie assets are described in Unicode.

applications « Application user interfaces are Unicode compliant.

Protocols Refer to Appendix A, Remote control protocols, in the K2 System Guide.
FTP transfers Refer to “FTP internationalization” in the K2 System Guide.

Names of media assets and bins must conform to the “Naming specifications for

assets and hins”.

Naming specifications for assets and bins

Names of media assets and bins must conform to the following specifications.

Characters not allowed in asset and bin names

Position Character Description
Anywhere in name \ backward slash
/ forward slash
colon
* asterisk
? question mark
< less than
> greater than
% percent sign
| pipe
At beginning of name " double quote
~ tilde
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Asset and bin name limitations

Naming specifications for assets and bins

The maximum number of charactersin an asset path name, including the bin name, is
259 characters. Thisincludes parts of the path namethat are not visiblein AppCenter.

Asset name, bin name, and path
(up to 2592 characters, including separators such as \)

Sectionsof  Therestof  Binname Asset media Asset name and
an asset/ the path directory and extension
pathname  name(i.e. extension
everything
apart from
the bin and
asset
names)
Naming Thispartof Thebinnamecanbe  Thispartof thepath  Theextensionis
limitation the path up to 227 characters nameisnot visible not visiblein
nameisnot  (which would leave in AppCenter. AppCenter.
visiblein room for only a Thedirectory name At least 25
AppCenter.  1-character asset isthe same as the characters are
name) asset name. 4 reserved for the
characters are asset name and
reserved for the extension, even if
extension. they are not all
used.
Example \media \mybin1\mybin2 \MyVideo.cmf \MyVideo.xml

aThe file system limits the number of bytes in a name as well as the number of
characters. The valuesin this table apply to namesin English and other languages
referred to in 1SO 8859-1. The full count of 259 characters might not be available
with some other character sets.

The following examples show how a path name would appear in AppCenter and in

the file system.
In AppCenter:

V:\mybinl\mybin2\MyVideo

In the file system:

V:\media\mybinl\mybin2\MyVideo.cmf\MyVideo.xml
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Video network performance

K2 systems support streaming transfers to and from K2 Summit Production Clients,
K2 Solo MediaServers, K2 MediaClients, K2 SANSs, Profile XP Media Platforms, or
any device that supports General Exchange Format (GXF) as described in SMPTE

360M.
Parameter Specification Comments
Transfer bandwidth per internal storage K2 Up to 50 MBytes per second —
system
Transfer bandwidth per Level 2 K2 Storage 50 MBytes per second —
Transfer bandwidth per Level 3 K2 Storage 80 MBytes per second Additional K2 Media Servers

dedicated as FTP servers add 80
MBytes per second each

Maximum concurrent transfers per transfer

4to 10, configurable on SAN

Additional transfers are queued.

engine

Minimum delay from start of record to start of 20 seconds This applies to both 60Hz timing
transfer and 50Hz timing.

Minimum delay between start of transfer into 20 seconds. —

destination and start of play on destination

Supported file input/output formats on K2 Solo Media Server, K2
Summit Production Client, and SAN

The K2 Solo MediaServer, K2 Summit Production Client, and K2 SAN can send and
receive files of various formats using import, export, and transfer mechanisms.
Formats supported are as follows:

Video File based? FTP stream

Streaming elementary Audio elementary

file format format format Import  Export Import  Export  Other information

GXF DVCPRO25 48 kHz, Yes Yes Yes Yes Streaming between
DVCPRO50 16 bit, or online K2 Systems
DVCPRO100 24 hit PCM, supports complex
DVCAM Dolby-E, or AC-3 movies and agile
MPEG-2P playlists of mixed
AVC-Intra format.

MXF DVCPRO25 48 kHz, Yes Yes Yes Yes MXFOP1A. See“MXF
DV CPRO50 16 bit, or export behavior on K2
DVCPRO100 24 hit PCM, Summit Production
DVCAM Dolby-E, or AC-3 Client and K2 Solo
D10° Media Server” on
MPEG-2° page 202
AV C-Intra

Av|d DVCPRO25 48 kHz, Yes Yes No No Type-2
DV CPRO50 16 hit, or (non-interleaved) DV
DVCPRO100 24 hit PCM videoonly. Audio tracks
DVCAM handled as stereo pairs.
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Supported file input/output formats on K2 Solo Media Server, K2 Summit Production Client, and SAN

Video File based?® FTP stream
Streaming elementary Audio elementary
file format format format Import  Export Import  Export  Other information
QuickTime  DVCPRO25 48 kHz, Yes Yes No No Audio tracks handled as
DVCPRO50 16 hit, or stereo pairs on export
DVCPRO100 24 bit PCM
DVCAM
AVC-Intra
D10/IMX 48 kHz, Yes Yes No No Audio tracks handled as
XDCAM-HD 16 bit, or stereo or mono audio
XDCAM-EX 24 bit PCM channels
XDCAM-HD4
22
MPEG MPEG-2 48kHz Yes No Yes No Supports import of
MPEG-1 MPEG-2 program and
(layer 1 & 2) transport streams. If the
SMPTE 302M transport stream
AES3 LPCM contains multiple
AC-3 programs, the first
DVD/VOB LPCM detected program in the
DVD/VOB AC-3 transport stream is
imported asaK?2 clip.
WAV audio NA 48 kHz Yes No No No Audio tracks handled as

16 bit stereo PCM

stereo pairs

b Includes all MPEG-2 formats (IMX, XDCAM, etc.) that can be stored on aK2 system.

¢ A D10 MXF stream is handled as an eV TR style D10AES3 stream. Uncompressed audio only. Maximum 8 channels audio.

If you want to export clips with more than 8 audio tracks, export as GXF

Based on afile that is visible from the operating system. For example, AppCenter import/export features are file based.

d Exported AVI compatible with Grass Valley Auroraand Edius. Not compatible with Apple Final Cut Pro.
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MXF export behavior on K2 Summit Production Client and K2 Solo
Media Server

The following sections specify how a K2 system handles file formats when they are
exported as MXF.

Behavior on MXF export from K2 systems

Upon MXF export the K2 system checks media for specifications as they apply to
industry standard formats such as XDCAM. |f specifications match, the mediais
exported as the appropriate format.

TheK2 system allowsyou to ater clipsso that they no longer match the specifications
for theindustry-standard format. For example, you can add audio tracksto exceed the
“# of Audio Tracks’ specification for XDCAM. If you alter aclip in thisway, on
MXF export the K2 system exports the clip but it is not compatible with the
industry-standard format.

Media file system performance on K2 systems

This section specifies media operations on K2 systems. On aK2 SAN, these
specification are qualified at channel counts up to 48 channels. Performance on larger
systemsis not tested.

Record-to-play specifications

The following tables specify the minimum length of time supported between
recording on one channel and playing out the same clip on another channel. Live play
mode is available only on the K2 Solo Media Server and the K2 Summit Production
Client with the AppCenter Pro license. On aK2 SAN, Live play mode is not
supported with record-to-play on different K2 clients or on aK2 SAN with Live
Production mode not enabled.
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Transition effects formats supported

Stand-alone K2 Summit Production Client or K2 Solo Media Server

Formats Live play Normal play
DV 0.5 seconds 6.0 seconds

MPEG-2 |-frame, AV C-Intra 0.75 seconds 6.25 seconds
MPEG-2 long GoP, XDCAM 1.0 seconds 6.50 seconds

Live Play on K2 SAN with Live Production mode enabled

Formats Record-to play on same K2 Summit
Production Client

DV 0.5 seconds
MPEG-2 |-frame, AV C-Intra 0.75 seconds
MPEG-2 long GoP, XDCAM 1.0 seconds

Normal play on K2 SAN with Live Production mode enabled

Formats Record-to play on same K2 Record-to play on different K2
Summit Production Client Summit Production Clients

DV 6.0 seconds 8.0 seconds

MPEG-2 |-frame, AV C-Intra 6.25 seconds 8.25 seconds

MPEG-2 long GoP, XDCAM 6.50 seconds 8.50 seconds

Normal play on K2 SAN with Live Production mode not enabled

Formats Record-to play on same K2 Record-to play on different K2
Summit Production Client Summit Production Clients
All formats 10 seconds 20 seconds

Other media file system specifications

Parameter Stand-alone K2 system K2 SAN
Maximum number of clips® 20,000 50,000
Maximum |length continuous record 24 hours 24 hours
Off-speed play range for audio scrub -2X 10 +2x -1.5x to +1.5x
Off-speed play range for insertion of Oto+1.2 Oto+1.2
MPEG user data and/or ancillary dataon

playout

Minimum duration between recordings 10 seconds 10 seconds

& The maximum number of clipsis based on clips with 16 or less audio tracks. Large quantities of clips
with more than 16 audio tracks proportionally reduce the maximum number of clips.

Transition effects formats supported
Transition (mix) effects between formats are supported as follows:

H DV AVC-ntra MPEG-2 I-frame  MPEG-2 long GoP

DV H Yes No No No

27 October 2009 K2 System Guide 203



Appendix B Specifications

H DV AVC-Intra  MPEG-2 I-frame  MPEG-2 long GoP
AVC-Intra No Yes No No
MPEG-2 I-frame No No Yes No
MPEG-2 long GoP | No No No No

Protocols supported

AMP, VCDP, and BVW protocols are supported. Refer to Appendix A, Remote
control protocolsin the K2 System Guide for more information.
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Transfer compatibility with K2 Summit Production Client and K2 Solo Media Server

Transfer compatibility with K2 Summit Production Client and K2
Solo Media Server

When transferring material between a K2 Summit/Solo and other Grass Valley
products, you must consider the specifications of the different products. The
following tablesillustrate some of these considerations. In these tables, source
material is assumed to have been recorded on the source device.

Transfer compatibility with K2 Media Client

Transfer Material transferred Compatibility

From K2 Summit/Solo to K2 DVCPRO25, DVCPRO50 Playout supported.

Media Client DVCPRO100 Not supported
MPEG Supported
AVC-intra Not supported

From K2 Media Client to K2
Summit/Solo

All types of material supported, according to the SD and/or HD
capability.

Transfer compatibility with Turbo iDDR

Transfer Material transferred Compatibility
From K2 Summit/Soloto Turbo DV CPRO25, DV CPROS0, Not supported.
iDDR DVCPRO100
SD MPEG 4:2:0long GoP clips  Playout supported.
up to 15 Mbps. HD MPEG
1920x1080 and 1280x720 4:2:0
long GoP clips up to 25 Mbps.
SD clips above 15 Mbps. HD Supported for storage only.

clips above 25 Mbps. D10,
XDCAM-HD, HDV formats.

Transfer is successful but
playout not supported.

Avoid transfer of clipswith
ancillary data. These clips
include data that cannot be
played or deleted.

AVC-intra

Not supported

From Turbo iDDR to K2
Summit/Solo

Half-rate material, such as 720p at frame rates 25 or 29.97, not
supported. All other types of material supported, according to the SD
and/or HD capability of the model. For example, ancillary datain SD
not supported.
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Transfer compatibility with Profile XP Media Platform

Transfer Material transferred Compatibility
From K2 Summit/SolotoProfile DV CPRO25, DV CPRO50 Playout supported.
XPMedia Platform DVCPRO100 Not supported

MPEG-2HD 4:2:080 Mb or less
MPEG-2 SD 4:2:2,
XDCAM-HD422, XDCAM-EX

Supported. Can be played out.

MPEG-2 720p Supported for storage only.
MPEG-2 HD 4:2:2 Transfer is successful but
XDCAM-HD playout not supported.
HDV 1440x1080

AVC-intra Not supported

From Profile XP Media
Platform to K2 Summit/Solo

All types of material supported, according to the SD and/or HD

capability of the model.

Data compatibility between K2 Summit/Solo and PVS models

When material istransferred between a PV S Profile XP Media Platform and a K2
Summit Production Client or aK2 Solo Media Server, datais supported as follows:

Transferring from PVS (source) to K2 Summit/Solo with HD license (destination)

Source format Source SD playout data HD playout data
data support on destination  support on destination
DVCPRO25 Closed captioning Yes Yes
Ancillary data No No
DVCPRO50 Closed captioning in Yes No
compressed VBI
Ancillary data Yes Yes
DVCPRO50 Compressed VBI Yes No
SD MPEG-2 Uncompressed VBI Yes Y es, with data bridging
for CC only. Other VBI
lines are discarded.
Closed captioning Yes Yes.
Ancillary data packets
Compressed VBI Yes Yes, if enabled
Ancillary data Yes Yes
HD MPEG-2 Ancillary data Yes Yes
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Transfer compatibility with K2 Summit Production Client and K2 Solo Media Server

Transferring from K2 Summit/Solo (source) to PVS (destination)

27 October 2009

Source format Source SD playout data HD playout data
data support on destination  support on destination
DVCPRO25, Any supported on K2 Yes NA
DVCPRO50 Summit/Solo
DVCPRO100 Any supported on K2 NA NA
Summit/Solo
AVC-Intra Any NA — AVC-Intra not supported on PVS
SD MPEG-2 Any data recorded with All supported Yes
Profile compatible setting.2
Uncompressed VBI and Not supported. Do not attempt to transfer to PVS.
captioning on data track
Compressed VBI Yes Y es, with data bridging
for CC only. Other VBI
lines are discarded.
Uncompressed VBI Yes No, except for bridging
of CC data, which
requires Profile
software v5.4.9.
HD MPEG-2 Ancillary data Yes. CC bridging Yes.
requires data-bridging
SDI board.

& When Record ancillary data= No or when Record Uncompressed VBl and captioning datato track = No
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Control Point PC system requirements

If you are building your own Control Point PC, the machine you chose must meet the
following regquirements. These requirements assume that the PC is dedicated to its
function as the control point for the K2 system and that no other applications run on
the PC that could interfere with system performance.

Control Point PC system requirements are as follows:

208

Requirements

Comments

Operating System

Microsoft Windows (Must be a U.S. version): XP Professional
Service Pack 2, Server 2003, or Vista Enterprise Service Pack 1.

RAM Minimum 512 MB, 1 GB recommended
Graphics acceleration Must have at least 128 MB memory
Processor Pentium 4 or higher class, 2 GHz or greater
Hard disk space 400 MB

Microsoft .NET Framework

Version 1.1, Version 1.1 hotfix, Version 3.5 SP1

Sun Java 2 Runtime

Version 1.5.0_11, Version 1.6.0 or higher

Environment Required for the HP Ethernet Switch configurationinterface, which
isused for K2 SAN (shared storage).

XML Microsoft XML 4 Service Pack 2isrequired. You caninstall it from
the msxml4sp2 file on the K2 System Software CD.

Quicktime Version 7 or higher

Acrobat Reader Version 8 or higher

Find software at Internet locations such as the following:

* http://msdn.microsoft.com/en-us/netframework/default.aspx

* http://java.sun.com/javase/downl oads/index.jsp

* http://www.microsoft.com/downl oads/
details.aspx?Familyld=3144B72B-B4F2-46DA-B4B6-C5D7485F2B42& display!

ang=en

* http://www.apple.com/quicktime/downl oad/

* http://get.adobe.com/reader/

To fix the screen resolution problem seen with NetCentral on the Grass Valley
Control Point PC, do the following:

1. Go to Display properties (right mouse selection of properties on the display ared)

2. Select Settingstab

3. Select the Advanced button

4. Inthe General tab, set the DPI setting to Normal size (96 DPI)

5. Restart the PC
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MIB specifications

This section specifies Management Information Base (MIB) information for
monitoring K2 devices with the Simple Network Management Protocol (SNMP).
Thisinformation isintended for SNMP developers. MIB files can be obtained from
the Grass Valley Devel opers website.

In addition to the M1Bs specified in this section, a K2 device might support other
MIBs based on third party software/hardware. To determine whether other MIBs are
supported by the operating system or independent hardware/software vendors,
perform a“MIB walk” operation on the K2 device using conventional SNMP utilities
and determine M1Bs supported.

MIBs specified in this section are as follows:

e “K2client MIBS’

* “K2Media Server MIBS’

» “K2 Appliance (Generic Windows computer based) MIBs’
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K2 client MIBs

Grass Valley MIBs

MIB Description
gvg-reg.mi2 Grass Valley SMI enterprise namespace
(GVG-REG)

gvg-element.mi2
(GVG-ELEMENT-MIB)

Common object definitions for a Grass Valley device.
- Generic device tracking information

- SNMP trap target configuration

- Generic 10/signd status information

gvg-prod.mi2
(GVG-PROD-REG)

Product sysOhjectOID registrations for the Grass Valley
devices

gvg-drs.mi2
(GVG-DRS-MIB)

Video disk recorder/server status information

gvg-tcm.mi2
(GVG-TCM-MIB)

Mediatransfer (import/export) statistical information

gvg-manclient.mi2
(GVG-MANCLIENT-MIB)

SAN client status information. Available only when the K2
client is connected to a SAN.

Other MIBs

MIB

Description

RFC1213-MIB.mib
(RFC1213-MIB)

MIB-2 support as implemented by Microsoft for the Windows
operating system.

hostmib.mib
(HOST-RESOURCES-MIB)

Generic system information as implemented by Microsoft for
the Windows operating system

Immib2.mib
(LanMgr-Mib-11-MIB)

Generic Windows networking, user account and service
information as implemented by Microsoft for the Windows
operating system

SUPERMICRO-SMI.my
(SUPERMICRO-SMI)

SUPERMICRO-HEALTH-MIB.my
(SUPERMICRO-HEALTH-MIB)

Motherboard electromechanical sensor information
(motherboard temperature hotspots, CPU fan, voltages, etc.)

MEGARAID.mib
(RAID-Adapter-MIB)

Internal RAID-1 SCSI drive and controller information
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K2 Media Server MIBs

K2 Media Server MIBs

Grass Valley MIBs

MIB Description
gvg-reg.mi2 Grass Valley SMI enterprise namespace
(GVG-REG)

gvg-element.mi2
(GVG-ELEMENT-MIB)

Common object definitions for a Grass Valley device.
- Generic device tracking information
- SNMP trap target configuration

gvg-prod.mi2
(GVG-PROD-REG)

Product sysObjectOID registrations for the Grass Valley
devices

gvg-ssr.mi2 K2 Storage roles configured for the server by the K2 System
(GVG-SSR-MIB) Configuration application and their status information
gvg-shs.mi2 K2 iSCSI Bridge and TOE (TCP Offload Engine) related status

(GVG-SBS-MIB)

information. Available only if the K2 Media Server has the
iSCSI Bridgerole.

gvg-manfsm.mi2
(GVG-MANFSM-MIB)

Video File System and Clip Database (FSM) related status
information. Available only if the K2 Media Server has role(s)
of mediafile system server and/or database server.

gvg-tcm.mi2
(GVG-TCM-MIB)

Mediatransfer (import/export) statistical information.
Available only if the K2 Media Server is configured to be a
transfer/FTP/hotbins server.

gvg-manclient.mi2
(GVG-MANCLIENT-MIB)

SAN client status information. Available only when the K2
Media Server is amedia system and/or database client. For
example, if theK2 MediaServer hastheroleof FTP server only,
then it must be amediafile system/database client to another K2
Media Server that is the mediafile system/database server.

Other MIBs

MIB

Description

RFC1213-MIB.mib
(RFC1213-MIB)

MIB-2 support as implemented by Microsoft for the Windows
operating system.

hostmib.mib
(HOST-RESOURCES-MIB)

Generic system information as implemented by Microsoft for
the Windows operating system

Immib2.mib
(LanMgr-Mib-11-M1B)

Generic Windows networking, user account and service
information as implemented by Microsoft for the Windows
operating system

mssgl.mib Microsoft SQL Server information
(MSSQLSERVER-MIB)
10892.mib Dell PowerEdge chassis related electro-mechanical status

(MIB-Dell-10892)

information

arymgr.mib
(ArrayManager-MIB)

Dell RAID1 system disk (PERC) and controller information
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K2 Appliance (Generic Windows computer based) MIBs

For details on the hardware/chassis running the K2 Appliance, check the chassis
vendor’'s MIBs.

Grass Valley MIBs

MIB Description

gvg-reg.mi2 (GVG-REG) Grass Valley SMI enterprise namespace
gvg-element.mi2 Common object definitions for a Grass Valley device.
(GVG-ELEMENT-MIB) - Generic device tracking information

- SNMP trap target configuration

gvg-prod.mi2 (GVG-PROD-REG) Product sysObjectOID registrations for the Grass Valley
devices

gvg-ssr.mi2 (GVG-SSR-MIB) K2 Storage roles configured for the server by the K2 System
Configuration application and their status information

gvg-tcm.mi2 (GVG-TCM-MIB) Mediatransfer (import/export) statistical information.
Available only if the K2 Media Server is configured to be a
transfer/FTP/hotbins server.

gvg-manclient.mi2 SAN client status information. Available only when the K2
(GVG-MANCLIENT-MIB) appliance is amedia system and/or database client.

Other MIBs
MIB Description
RFC1213-MIB.mib MIB-2 support as implemented by Microsoft for the Windows
(RFC1213-M1B) operating system.
hostmib.mib Generic system information as implemented by Microsoft for
(HOST-RESOURCES-MIB) the Windows operating system
Immib2.mib Generic Windows networking, user account and service
(LanMgr-Mib-11-M1B) information as implemented by Microsoft for the Windows

operating system
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Appendix C

Connector Pinouts

This appendix contains the following topics:
e “K2 Summit Production Client connector pinouts’
» “K2 MediaClient connector pinouts’

» “K2 Media Server connector pinouts’

27 October 2009
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K2 Summit Production Client connector pinouts

The following sections describe K2 Summit Production Client rear panel connector

pinouts.

AES Audio

Pinouts for each channel’s AES Audio DB25 connector are as follows:

o

13

Female

Seesssiesess)O

25 14
Pin # Signal Description
1 IN_P<0> Channel Input 1& 2 positive
2 IN_P<1> Channel Input 3&4 positive
3 IN_P<2> Channel Input 5& 6 positive
4 IN_P<3> Channel Input 7& 8 positive
5 OUT_P<0> Channel Output 1& 2 positive
6 OUT_P<1> Channel Output 3&4 positive
7 OUT_P<2> Channel Output 5& 6 positive
8 OUT_P<3> Channel Output 7& 8 positive
9 NO_C NO_C
10 GND GND
11 NO C NO C
12 GND GND
13 GND GND
14 IN_N<O> Channel Input 1& 2 negative
15 IN_N<1> Channel Input 3&4 negative
16 IN_N<2> Channel Input 5& 6 negative
17 IN_N<3> Channel Input 7& 8 negative
18 OUT_N<0> Channel Output 1& 2 negative
19 OUT_N<1> Channel Output 3& 4 negative
20 OUT_N<2> Channel Output 5& 6 negative
21 OUT_N<3> Channel Output 7& 8 negative
22-25 GND GND
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RS-422 connector pinouts

The optional audio cable has connections as follows:

[ ———
@

S INPUT 12 P1 (RED)
=) INPUT 34 P2 (YELLOW)
=) INPUT 56 P3 (GRAY)
=] INPUT 7-8 P4 (GREEN)
OUTPUT 1-2 P5 (WHITE)
OUTPUT 3-4 P6 (BLUE)

5 OUTPUT 5-6 P7 (ORANGE)
35 OUTPUT 7-8 P8 (BLACK)

Uuuuu
L
N

&
g |1

RS-422 connector pinouts

The K2 Summit Production Client RS-422 interface conformsto ANSI/SMPTE
207M-1997 standard (SMPTE 422).

Pinouts for the individual DB9 connectors are as follows:

5 1

| | Female
(XXX X
O £ T]O
9 6
Pin # Signal Description

1 GND Frame Ground
2 -TXD Differential Transmit Data (Iow)
3 +RXD Differential Receive Data (high)
4 GND Transmit Signal Common
5 NC Spare
6 GND Receive Signal Common
7 +TXD Differential Transmit Data (high)
8 -RXD Differential Receive Data (low)
9 GND Signal Ground
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LTC connectors pinouts

The K2 Summit Production Client LTC panel connector provides balanced linear
timecode input and output connections. The interface conforms to SMTPE 12M
Linear Timecode.

On the K2 Summit Production Client there is one 6 pin Switchcraft TRA6M
Mini-X LR male connector for each channel. Pinouts are as follows:

Pin # Signal Description
IN_P<0>

1

2 IN_N<0>

3 GND Frame Ground
4 OUT_P<0>
5

6

OUT_N<0>

GND Frame Ground

The mini-XLR to XLR LTC cable has connections as follows:

Male XLR

—

—
Min Female XLR

.. ‘ ‘ <> Front view

o

Female XLR

FEMALE XLR 7:- @]@
J—O PIN 3 =l
PIN1 © 9 O PIN2

PIN2 O O PIN 1 GROUND Front view
PIN 3 o—I

PIN 4 Oﬁ

PIN5 O < O PIN3

PIN6 O O PIN2
|—o PIN 1 GROUND

MINI FEMALE XLR MALE XLR
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GPI 1/O connector pinouts

GPI I/O connector pinouts

| |
O t::::::::::::]O
2|5 1|4

Pin Signal Pin Slgnal
1 Output 1 14 Input 1
2 Output 2 15 Input 2
3 Output 3 16 Input 3
4 Output 4 17 Input 4
5 Output 5 18 Input 5
6 Output 6 19 Input 6
7 Output 7 20 Input 7
8 Output 8 21 Input 8
9 Output 9 22 Input 9
10 Output 10 23 Input 10
11 Output 11 24 Input 11
12 Output 12 25 Input 12
13 Ground
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K2 Media Client connector pinouts

The following sections describe K2 Media Client rear panel connector pinouts.

RS-422 connector pinouts

K2 Media Clients have been manufactured with two types of RS-422 configurations,
asfollows:

* A K2 MediaClient can have two RS-422 adapters. Each adapter is connected via
aninternal USB cable to the motherboard, so while a RS-422 adapter does occupy
arear panel sot, it does not plug into a PCl bus. Each adapter providestwo RS-422
ports for connecting equipment for remote control of the K2 Media Client.

» A K2MediaClient can have one RS-422 adapter. The adapter is connected viaPCl
dlot to the motherboard. The adapter includes an external interface with eight ports.
On the external interface, ports 14 are active. This provides the four ports for
connecting equipment for remote control of the K2 Media Client.

The RS-422 interface conforms to ANSI/SMPTE 207M-1997 standard
(SMPTE 422).

Pinouts for the individual DB9 connectors are as follows:

5 1

| | Female
(XXX X
O £ T]O
9 6
Pin # Signal Description
1 GND Frame Ground
2 -TXD Differential Transmit Data (Iow)
3 +RXD Differential Receive Data (high)
4 GND Transmit Signal Common
5 NC Spare
6 GND Receive Signal Common
7 +TXD Differential Transmit Data (high)
8 -RXD Differential Receive Data (low)
9 GND Signal Ground
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LTC connectors pinouts

Pinouts for the DB25 connector on the PCl RS-422 board are as follows:

13 1

| | Female
O 0000000000000 O
T..........T
25 14
Pin # Signal Description
1-6 Not Used
7 GND

8-14 Not Used

15 +RXD

16 Not Used

17 -RXD

18 Not Used

19 +TXD
20-24 Not Used

25 -TXD

LTC connectors pinouts

Pus
LTC In /\ LTC Out
Connector Connector
(female) \ / \ (male)

Pin# LTClIn Pin#  LTC Out

1 Signal Ground 1 Signal Ground
2 (+) 2 ()

3 Q) 3 Q)
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GPI 1/0O connector pinouts

13

1

25 14
Pin Signal Pin Signal
1 Output 1 14 Input 1
2 Output 2 15 Input 2
3 Output 3 16 Input 3
4 Output 4 17 Input 4
5 Output 5 18 Input 5
6 Output 6 19 Input 6
7 Output 7 20 Input 7
8 Output 8 21 Input 8
9 Output 9 22 Input 9
10 Output 10 23 Input 10
11 Output 11 24 Input 11
12 Output 12 25 Input 12
13 Ground
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K2 Media Server connector pinouts

K2 Media Server connector pinouts

The following sections describe K2 Media Server rear panel connector pinouts.

Redundant server heartbeat cable

27 October 2009

Take care to use the proper serial cable to interconnect redundant K2 Media Servers
that take the role of file system/database servers. This cable supports the heartbest
mechanism whereby the servers monitor each other’ s health. Itisa9 pin serial cable,
but it isnot astandard RS-232 null modem cable. The heartbeat cableis supplied with
your system (Grass Valley part number 174-8137-00) and has a pin configuration as
follows:
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Appendix D

Rack mounting

This section contains the following topics:

» “Rack-mount considerations’

» “Rack mount hardware shipped with the K2 system”
» “Mounting the Rack Slides’

* “Installing the K2 system on the rack mount rails’

» “Making Rack Slide Adjustments’

Rack-mount considerations

When planning the placement of equipment in your equipment rack, bear in mind the
following:

27 October 2009

Ensure adequate air flow around the chassis to provide sufficient cooling.
Operating ambient temperature will affect the amount of air circulation required to
keep the K2 system within its temperature limitations. See “ Environmental
specifications’ on page 174 for details.

If the system isinstalled with its ventilation intakes near another system's exhaust
or inaclosed or multi-unit rack assembly, the operating ambient temperature
inside the chassis may be greater than the room's ambient temperature. Install the
system in an environment compatible with this recommended maximum ambient
temperature.

Ensure the rack is anchored to the floor so that it cannot tip over when the K2
system is extended out of the rack.

Be sure to mount the K2 system in away that ensures even weight distribution in
the rack. Uneven mechanical loading can result in a hazardous condition. Secure
all mounting bolts when installing the chassis to the rack.

The following sections describe installing the K2 Summit Production Client
step-by-step. For the K2 Solo Media Server, refer to K2 Solo Media Server
Accessories Installation Instructions that you received with the rack kit.
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Rack mount hardware shipped with the K2 system
Y our K2 system rack mount kit comes with rack mounting hardware as shown.

Rear

)

Flat Nut Bar

Locking bracket

NOTE: The locking brackets should
be toward the rear when slides are
in place.

(The left-hand rail is shown above.)

< PNH
o SCrews
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Mounting the Rack Sides

Mounting the Rack Slides

Choose the proper set of rail mounting holes on the rack. Notice that the hole spacing
can vary with the rack type. When mounting the slides in racks with EIA spacing,
make sure that the slides are attached to the 0.5-inch spaced holes.

MIL STD 189 “UNIVERSAL" SPACING
SPACING EIA RS310, RETMA
O 1.250in

q

D

T L
}

¢ 0.500in
7
0.625in 1
1.250in

f 0.625 in
L RGN =

O OT

Front and rear rack rail mounting hardware is provided with the rack mount kit.
Mount the rails using the enclosed hardware. Make sure the stationary sections are
horizontally aligned and are level, aswell as parallel to each other.

¢
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NUT BAR
(Useifthe frontrail is not tapped)

Q /
3

Q
Because the system is 1 RU, 2
the two front screws must %
align with the mounting SV
holes as shown. ® N &

%3\\\\\“ Q @
Q
Q
FRONT RACK RAIL

o) o

oo e ™ oo ™

REAR RACK RAIL (Nut bar not visible)

Installing the K2 system on the rack mount rails
To install the K2 system on the rack mount rails:
1. Pull the slide-out track section to the fully extended position.

WARNING: To prevent injury, two people are required to lift the K2
A system. It istoo heavy for one person to install in the rack.

A WARNING: Toprevent seriousinjury, ensurethat therack isanchored
to thefloor so that it cannot tip over when the K2 system is extended out

of therack.
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Making Rack Side Adjustments

2. Push the chassistoward the rack until the chassis sections meet the locking bracket.
3. Verify the cabinet is pushed fully into the rack.
4. Insert and tighten the front panel retaining screws as shown in the previous
diagram.
Making Rack Slide Adjustments

After installation, binding may occur if the slide tracks are not properly adjusted. To
adjust the tracks:

1. Slide the chassis out approximately 10 inches.

2. Slightly loosen the mounting screws holding the tracks to the front of the railsand
allow the tracks to seek an unbound position.

3. Tighten the mounting screws and check the tracks for smooth operation by sliding
the chassisin and out of the rack several times.

4. Tighten thefront panel retaining screws oncethe cabinet isin place within the rack
to complete the installation.

27 October 2009 K2 System Guide 229



Appendix D Rack mounting

230 K2 System Guide 27 October 2009



Index

Symbols
_he0, using in ahost table 46

Numerics
100BaseT 155

A
AC power, specification 174
adapter
network loopback 44
administrative share on SiteConfig control point
PC 114
administrator
mapping NetCentral administrators with
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installing
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